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Classifiers perform best when applied to the same interval they were 
trained. Performance diminishes when applied to other time interval.

Why? Three perspectives of language shifts Dynamic Word Embedding (DWE)Language Shift Overtime

Figure 1. Language shift examples1.

Dataset Time intervals Size

Amazon 1997-99, 2000-02, 2003-05, 2006-08, 2009-11, 2012-14 829K

Dianping 2009, 2010, 2011, 2012 2.98M

Twitter 2013, 2014, 2015, 2016 9.83K

Yelp-Hotel 2005-08, 2009-11, 2012-14, 2015-17 171K

Yelp-Rest. 2005-08, 2009-11, 2012-14, 2015-17 1.32M

Eco. News 1950-70, 1971-85, 1986-2000, 2001-14 6.29K

NYTimes 1990 – 2016 / 3 1.90 M

Impacts on ML Models

Figure 2. Document classification performance when training and 
testing on different years.
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Does every word shift same speed?

Generally, closer time intervals share higher overlap and 
have smaller semantic distance shifts, and vice versa.

Frequentist words vs.          Polysemous words
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slow fast

Understanding Temporality by DWE

Table 1. : Top 5 closest words to “apple” across time on NYTimes.

4

Wt = θ(W, t) Characters-level

θ(W, t) = σ 𝑉 𝑖 + 𝑉𝑡

Predict 2 sampled words 

co-occurred or not.

Figure 3. Dynamic 
semantic similarity 
between iphone and 
apple (blue) & cake and 
apple (orange) on the 
NYTimes dataset.
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