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Coffey, Michael (Ph.D., Electrical Engineering)

Millimeter-wave GaN MMIC Integration with Additive Manufacturing

Thesis directed by Zoya Popović

This thesis addresses the analysis, design, integration and test of microwave and millimeter-

wave monolithic microwave integrated circuits (MMIC or MMICs). Recent and ongoing progress

in semiconductor device fabrication and MMIC processing technology has pushed the upper limit

in MMIC frequencies from millimeter-wave (30 - 300 GHz) to terahertz (300 - 3000 GHz). MMIC

components operating at these frequencies will be used to improve the sensitivity and performance

of radiometers, receivers for communication systems, passive remote sensing systems, transceivers

for radar instruments and radio astronomy systems. However, a serious hurdle in the utilization of

these MMIC components, and a main topic presented in this thesis, is the development and reliable

fabrication of practical packaging techniques.

The focus of this thesis is the investigation of first, the design and analysis of microwave and

millimeter-wave GaN MMICs and second, the integration of those MMICs into usable waveguide

components. The analysis, design and testing of various X-band (8-12 GHz) thru H-band (170-260

GHz) GaN MMIC power amplifiers (PA or PAs), including a V-band (40-75 GHz) voltage controlled

oscillator, is the majority of this work. Several PA designs utilizing high-efficiency techniques are

analyzed, designed and tested. These examples include a 2nd harmonic injection amplifier, a Class-

E amplifier fabricated with a GaN-on-SiC 300 GHz fT process, and an example of the applicability

of supply-modulation with a Doherty power amplifier, all operating at 10 GHz. Two H-band GaN

MMIC PAs are designed, one with integrated CPW-to-waveguide transitions for integration. The

analysis of PA stability is especially important for wideband, high-fT devices and a new way of

analyzing stability is explored and experimentally validated.

Last, the challenges of integrating MMICs operating at millimeter-wave frequencies are dis-

cussed and assemblies using additive and traditional manufacturing are demonstrated.
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Introduction and Motivation
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Advances in MMIC design and fabrication have been the driver for continually improving

performance in wireless systems such as cellular phone technology, satellite communications, mili-

tary and automotive radar systems, electronic warfare, radiometers, and remote sensing technology.

A MMIC is a monolithic microwave integrated circuit, such as the ones designed and fabricated

in this work and shown in Figs. 1.2a - 1.2d. The monolithic part of the name refers to the fact

that the circuit is fabricated on a single piece of semiconductor material, usually GaAs, GaN, InP

or SiGe. The microwave part of the name refers to the fact that the circuit is operating between

300 MHz to 300 GHz [13]. The last important part of the name is integrated which refers to the

fact that the MMIC does not contain a single transistor or device, but a mix of transistors, diodes,

capacitors, inductors, transmission lines, integrated antennas, and RF and DC interface structures.

Further integration, such as on-die power conversion and control circuits is an on-going research

topic in this field. Similar to silicon developments, one day an entire RF system might be on a

single chip (system-on-a-chip). The design of millimeter-wave MMICs, that is MMICs that operate

above 30 GHz, is the main focus of this work.

MMIC design and fabrication is a relatively new field, the first MMIC was reported in 1976
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in [14] and advances in output power, gain, operating frequency, and efficiency are continually

being made. In Fig. 1.1 the output power, frequency of operation and year of reported result for

various millimeter-wave MMIC PAs and oscillators is shown. There are few results before 1995. A

summary of the technology progression is also shown in table form in Table 1.1.

Figure 1.1: Millimeter-wave MMIC technology progression over the years with a variety of output

power levels, operating frequencies and different fabrication technology. The three marker sizes

represent <10 mW, between 10 mW and 1 W, and >1 W.
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Table 1.1: Summary of results in the above MMIC technology figure.

Freq. (GHz) Pout (mW) Tech. Year Ref.

220 10 InP 2010 [15]
60 8.128 InP 1995 [16]
220 50 InP 2010 [17]

28-34 4000 GaN 2005 [18]
70 1300 GaN 2014 [19]
220 0.724 InP 2011 [20]
200 220 InP 2015 [21]
205 250 InP 2001 [22]
192 7.94 InP 2009 [23]
90 267 GaAs 2005 [24]
324 1.3 InP 2008 [25]
195 100 InP 2013 [26]
90 427 InP 1999 [27]
46 151.35 GaAs 2007 [28]
70 800 GaN 2016 [29]

The goal of this thesis is to explore non-conventional circuit designs using advanced GaN MMIC

technologies, with a focus on increasing operating frequency and output power. A summary of

the MMICs designed towards this goal is shown in Figs. 1.2a - 1.2d. Starting from a 0.15µm gate

length commercial GaN process, the first harmonically-injected 10-GHz MMIC PA is successfully

implemented and shows the possibility of achieving simultaneous high efficiency and linearity with-

out analog or digital predistortion (DPD). The output harmonic injection MMIC PA demonstrated

a PAE of 70% at 10.6 GHz with 3.6 W of output power in a 3.8 mm x 2.3 mm footprint. Next, a

10 GHz Class-E amplifier was designed and fabricated in a 20 nm gate length, fT > 300 GHz, pro-

cess to investigate the effects of gate geometry scaling on efficiency. fT , the transition frequency,

is the maximum frequency where a transistor can amplify. The Class-E amplifier achieved > 55%

efficiency at 9 GHz with 8 dB of gain. The third design, Fig. 1.2c, is a U- and V-band (40-60 and

50-75 GHz respectively) VCO designed in a 90 nm gate length process. Last, in Fig. 1.2d, the same

fT > 300 GHz process was used to fabricate a power combined 235 GHz GaN MMIC.
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(a)

(b)

(c)

(d)

Figure 1.2: (a) 10 GHz output harmonic injection MMIC PA (b) 10 GHz Class-E amplifier MMIC

PA (c) V-band VCO (d) 235 GHz 8-way combined MMIC PA.

Millimeter-wave applications require that the MMIC be packaged properly and typically interface

to waveguide for test and integration. To investigate new methods of packaging and interfacing with

millimeter-wave MMICs, the V-band VCO and 235 GHz power combined PA include microstrip-

to-waveguide or CPW-to-waveguide transitions. While this work does not focus on the fabrication

technology of these devices, the design of a MMIC inherently requires some knowledge of the relevant

manufacturing terms and of how planar transistor layouts look. An overview of the important terms

used in this thesis is given so that the reader can understand the concepts they relate to. Last, an

overview of each thesis chapter is presented.
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1.1 Introduction to MMIC Technology and Design

The work in this thesis revolves around access to high-frequency transistor technology and

low-loss passive interconnects and component technology. The layout view of a typical high-

frequency transistor used in this work is shown in Fig. 1.3. The important parameters are the

number of gate fingers, the gate width, and the gate length. In Fig. 1.3, the transistor has a 75µm

gate width, 8 gate fingers and the gate length is 0.15µm, which is not given from the layout view,

but is a process dependent parameter.

Figure 1.3: A typical FET layout cell. This device is 8x75µm, for a total periphery of 600µm. With

a 3.4 W/mm output power density, this device has a potential output power of > 2W. Source: [1]

Shrinking the gate length continues to be the primary method of achieving higher frequency op-

eration in MMICs. The above example transistor would be referred to as a 8x75µm device. By

knowing the MMIC fabrication process power density limits and the single device (frequently called

the unit cell) periphery, the total theoretical output power of a multi-transistor PA can be deter-

mined. Other terms used in this work are defined below:

• SiC substrate - All of the MMICs presented in this thesis are fabricated on silicon carbide

(SiC) substrates. The transistor devices are all gallium nitride (GaN), so the processes used

to fabricate the circuits are often called GaN-on-SiC. Several different SiC polytypes (crystal
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structures that vary in one dimension from each other) are popular, with 4H and 6H being

widely used. The use of different polytypes results in slightly different dielectric constants

for the substrates, from εr = 9.7 to 10. SiC substrates are used for high-power density

microwave circuits because they have high thermal conductivities, from 390-490 W/m-K.

Commercially available SiC wafers are currently sold in a variety of diameters, from 76 to

150 mm [30].

• HEMT - All of the transistor devices in this thesis are metamorphic high electron mobility

transistors (HEMTs). The use of GaN HEMTs implies several characteristics that all the

MMICs in this work share. First, the devices have a positive drain voltage supply in the

range of 4 - 20 V, depending on the gate length. In general, shorter gate lengths result in

higher frequency performance but lower breakdown voltages, Vbr or Vbreakdown. With the

exception of very advanced processes, microwave HEMTs utilize a depletion mode topology,

meaning the gate voltage that controls the flow of electrons or two dimensional electron gas

(2DEG) in the device is negative in reference to ground. This means the devices must be

biased with a negative gate voltage (pinched-off) before applying the drain supply voltage.

• T-gate and Γ-gate - These structures are important breakthroughs in device technology

that allow GaN HEMTs to operate at high frequencies and/or with high output power.

The T-gate from the process used in chapter 4 is shown in Fig. 1.4. The Γ-gate from the

process used in chapter 3 is shown in Fig. 1.5. The Γ-gate is a modified T-gate that reduces

the gate parasitics to allow for higher frequency operation and output power.
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Figure 1.4: A SEM photograph of the gamma-gate used in Chapter 3. The transistors in this

process exhibit fT > 72 GHz. Photograph: Qorvo

Figure 1.5: A SEM photograph of the T-gate used in Chapter 4. The transistors in this process

exhibit fT > 300 GHz. Photograph: HRL Laboratories

The modeling of microwave transistors is an entire research topic on its own with associated

theory and measurement techniques. Active and passive device simulation in a MMIC design
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are two very different things. The predicted behavior of passive elements is generally accurate

for MMIC designs because the entire network is eventually fully EM simulated, typically with a

method-of-moments (MoM) technique. The predicted behavior of the transistor however is not

simulated with a MoM technique, it is derived from S-parameters (small-signal behavior) or large-

signal models that are capable of predicting the nonlinear relationship between input and output

voltages and currents. It is useful, however, to know what models are commonly used in the design

of MMICs, how those models are created and what can go wrong in the simulations using those

models. The most important idea to keep in mind is that trusting a model to predict behavior

outside of its validated operation range is very risky. Depending on the mode of operation of a PA,

the fabricated device could oscillate, have greatly reduced power or efficiency or simply do nothing

at all. For the designs in this work, Angelov or EEHEMT models were used.

The Angelov/Chalmers model exists in many forms and was published by Angelov in [31].

Several versions of it are named after individuals who contributed important improvements to the

model such as Zirath, Rorsman and Angelov [32]. Because the work on the various forms of the

model was performed at Chalmers University of Technology in Gothenburg, Sweden, the model

is also called the Chalmers model. The model is known for being especially good at predicting

the behavior of HEMTs, which at this point in time are the main device used in GaN MMICs.

The current Angelov model has improved capacitance, breakdown, and noise modeling. It has a

single-pole thermal circuit approximation to account for heating effects. The Chalmers/Angelov

model is known to be particularly well suited for the modeling of GaN FETs.

The EEHMET model was developed by EEsof before being acquired by HP/Agilent/Keysight.

The AC and DC behavior of the model is separated for simpler extraction. The temperature and

self-heating effects are modeled through equations, not an electro-thermal approximation circuit.

More information on this model is given in [33]. Other popular models are the Curtice model, the

Root model, the Statz model and the Triquint-own-model (TOM) [13].
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1.2 Introduction to Additive Manufacturing

This section describes some of the necessary background knowledge needed to further the

understanding of the additive manufactured (AM) components discussed in the thesis. The AM

components in this thesis are fabricated in two different ways:

Direct Metal Laser Sintering - is an additive manufacturing process that uses discrete metal

particles in movable powder bed and a laser to form structures. The metal particles are deposited

in a powder bed and the laser fuses the particles together with heat. A structure is built up layer

by layer in the powder bed by an iterative process of fusing the metal particles, lowering the powder

bed, and then sweeping a new layer of metal particles across the bed. A summary of the process is

shown in Fig. 1.6. The layer thickness depends on the metal particle size and usually varies from

20 to 200µm [34]. To fabricate structures with different surface finishes and feature sizes, the laser

power and spot diameter can be varied for the particular component. More details about DMLS

are given in chapter 6.

Figure 1.6: The DMLS process. The wire frame represents the design and the solid part is built

up from individual layers of discrete metal particles fused together with a laser. Source: [2].

Sterolithography with Metal Coated Plastic - is an additive manufacturing process that uses

a liquid, resin based photopolymer in a vat [34]. A UV-laser is used to initialize the photopolymer-

ization process as the laser solidifies the liquid. Similar to DMLS, after the first layer is complete,

the part is lowered into the vat and the next layer is fabricated. The layer thickness is determined
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by the photopolymer density and in this work was 25µm. The printed plastic part is then treated

to allow for metal (Cu) plating. The chemical treatment is a proprietary process of the Swissto12

corporation [35]. Because the components are fabricated with a plastic skeleton, the parts are not

as mechanically or thermally robust as solid metal counterparts [36].

1.3 Thesis Overview

The goal of this thesis is to explore non-conventional circuit designs using advanced GaN

MMIC technologies, with a focus on increasing operating frequency and output power. To facilitate

that goal, several MMIC designs with increasing operating frequency are performed and evaluated.

The issues encountered with stability in wideband and very high-frequency designs are addressed

with a new stability technique that is compared to established methods. Last, an investigation of

packaging and thermal solutions is performed. A summary of the thesis chapters is given below:

• Chapter 2 - efficiency enhancement techniques for X-Band GaN MMIC PAs - discusses

three different techniques for efficiency enhancement, output harmonic injection, a supply

modulated Doherty power amplifier, and a Class-E amplifier in a 300 GHz fT GaN-on-SiC

process.

• Chapter 3 - analysis and design of a reverse-channel V-band VCO - discusses the de-

sign of a V-band VCO in a 90 nm GaN-on-SiC process that uses an integrated (on-chip)

microstrip-to-waveguide transition and traditionally machined and AM split block waveg-

uide housings. The active and passive technology, including the advanced 90-nm Γ-gate

HEMT is summarized.

• Chapter 4 - analysis and design of 235 GHz GaN-on-SiC amplifiers - details the design of

power combined multiple stage amplifiers in CPW. Active and passive technology needed

to fabricate circuits at 235 GHz is summarized and measurements are made. A CPW-to-

waveguide integrated transition is designed to eliminate parasitics from wirebonding and

simplify future module integration.
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• Chapter 5 - stability analysis in microwave circuits - presents a new way of analyzing sta-

bility in MMIC and microwave amplifier circuits. This chapter also contains a summary of

modern stability analysis techniques and proof of concepts that validate the new technique.

• Chapter 6 - millimeter-wave component integration methods - contains a summary of results

for W-band waveguide structures manufactured using currently available AM techniques.

This chapter also contains a discussion on energy loss due to surface roughness effects. A

FEM thermal analysis is performed and a AM heat pipe thermal solution is presented and

experimentally validated.



Chapter 2

Efficiency-Enhancement Techniques for X-Band GaN MMIC PAs
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2.1 Introduction

Modern spectrally-efficient communication signals, such as LTE-Advanced, use multiple sub-

carriers resulting in high peak-to-average power ratios (PAPR) and large channel bandwidths [37].

Since the number of users, wireless devices and requested data rates will likely continue to grow,
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new solutions in RF and digital hardware and communication protocols will continue to be re-

searched and developed. The majority of current RF front end research is in investigating how to

linearly amplify these spectrally-efficient signals in the low or sub-GHz range for the mobile hand-

set, Internet-connected devices, and base station markets. The necessity of battery operation for

handsets and wireless devices and overall efficiency for the base stations drives designers in these

markets to maximize PA efficiency. The pressure of balancing the trade-offs between high efficiency,

maximum output power, strict linearity, and bandwidth in the 350 billion dollar cellular market

has led to new levels of performance utilizing ever more complex amplifier topologies [38], [39].

However, the efficiency enhancement techniques used in the low GHz range can also be applied

to X-band amplifiers that are used as phased array unit cells, radar system amplifiers or as main

amplifiers in the military and commercial SATCOM markets. This chapter investigates the appli-

cation of three distinct efficiency-enhancement techniques: output harmonic injection, the Doherty

power amplifier topology with supply modulation, and Class-E operation in a high fT GaN-on-SiC

process, all at X-band frequencies.

2.2 Output Harmonic Injection MMIC PA

The key challenge in microwave PA design is transmitting spectrally-efficient signals with

large PAPRs efficiently while maintaining linearity, as highlighted in the introduction [40]. The

commonly researched transmitter designs that address the linearity and efficiency constraints on

PAs include Doherty, outphasing, and envelope tracking PAs [41]. This section presents a different

approach which enables simultaneous high efficiency and linearity by active load modulation due

to 2nd (2f0) harmonic injection at the amplifier output. Because the 2f0 signal is generated sepa-

retely from the main amplifier and applied at the main amplifier’s output, the technqiue is called

output harmonic injection. Improved efficiency using this method has been demonstrated in hybrid

amplifier topologies at 900 MHz and 2 GHz in [42]. An output harmonic injection amplifier system

demonstrated simultaneous efficiency and linearity improvments at 2.45 GHz in [43]. The system

block diagram of a simplified transmitter using a harmonically injected PA is shown in Fig. 2.1. In
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Figure 2.1: Block diagram of a HI power amplifier. The f0 path is shown in red and the 2f0 path
in purple.

this architecture, the IF signal is generated in digital baseband twice with one signal occupying

twice the bandwidth at twice the IF. The IF and 2IF signals are then separately up-converted at

the carrier and its second harmonic, with the possibility of generating the 2LO signal by frequency

multiplication. For example, if the center frequency of the system is 10 GHz, then the IF and 2IF

signals are centered around 1 GHz and 2 GHz respectively. Then, the LO and 2LO signals would

be located at 9 and 18 GHz, resulting in 10 GHz and 20 GHz (upper side band) RF signals. The

carrier-frequency amplifier is biased for Class-AB operation. The driver amplifier is biased in nearly

Class-A because harmonic content generated by this amplifier is detrimental to the linearity of the

system. The up-converted 2nd harmonic signal is injected through a three-port diplexer network

at the output of the carrier-frequency PA. The efficiency enhancement is achieved by 2f0 power

injection into the main amplifier output (usually a FET drain), which shapes the current and

voltage waveforms to minimize dissipation. The concept of optimizing the phase and amplitude

of the 2f0 signal in order to increase the carrier PA efficiency was also shown in [44]. Because

output harmonic injection shapes the output waveform without forcing the carrier-frequency PA to

produce significant harmonic content, linearity is not only maintained but improved. The design

and measurement of a 10-GHz harmonic injection PA is detailed in the remainder of this section.
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2.2.1 Output Harmonic Injection MMIC PA Design

The design of an output harmonic injection amplifier consists of three components, the f0

amplifier, the 2f0 amplifier and a three-port diplexer. An experimental version of the TriQuint

150 nm GaN-on-SiC process was used in this design. The process offers three metal interconnects

(3MI), allowing air-bridges and plated lines that can handle 16 mA/µm current density. There are

three different types of MIM capacitors, 240, 300 and 1200 pF/mm2 as well as TaN and ohmic

metal resistors. The layout view of the integrated amplifier system is shown in Fig. 2.2. In this

design the carrier PA, a 12x100µm GaN HEMT, is utilized and designed to operate in Class-AB

at 10 GHz with 4 W of output power. Nonlinear load-pull simulations of the HEMT model were

used to optimize output power, gain and efficiency. The optimal output impedance for maximum

output power and small-signal gain in a Class-AB bias condition for the f0 PA is found to be Zopt =

11+ j13Ω and the matching network that presents this impedance at the drain port of the device is

integrated into the three-port diplexer. The simulated impedances this circuit presents at the drain

of the device at both fundamental and second harmonic frequencies are Z(f0) = 13.2 + j13.7Ω and

Z(2f0) = 19.2 + j15.6Ω. The output matching network with integrated diplexer is designed such

that Zopt is presented at both the fundamental and second harmonic frequency in order to maintain

waveform symmetry. The three-port diplexer is designed in a non-50-Ω environment as a low-pass

network (through path for f0) in parallel with a high-pass network (injection path for 2f0), using

microstrip lines and capacitors for minimal insertion loss and footprint. The simulated isolation

between the through and injected paths is > 20 dB. The simulated insertion loss in the f0 and

2f0 paths is 0.8 dB. DC-blocking capacitors are integrated within the lines at the device plane in

both frequency paths along with a meandered section of line used for the RF choke. The simulated

optimal power at the 2nd harmonic required to achieve the maximum efficiency improvement at

1 dB compression is 10 dB below the fundamental output power, requiring that Pinj(2f0) > 26 dBm.

In order to achieve this power level at 2f0 and have a high efficiency PA in the injection circuit

path, a 20 GHz driver PA is designed with a device periphery of 8x50µm, achieving a maximum
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output power of 29 dBm and PAE > 50%. Shown in Fig. 2.3b are the two separate amplifiers and

output matching network and diplexer. The 2f0 amplifier is fabricated as two separate amplifier

stages, to later be cascaded.

2.2.2 Measurements and Discussion

The two PAs are measured separately using fixtures which interface the MMIC to coaxial

connectors, shown in 2.3a and as presented in [45]. The 10 GHz carrier PA is measured without

harmonic injection at a bias point of Vdd = 20 V and Idq = 70 mA and the 20 GHz driver PA at

a bias point of Vdd = 15 V and Idq = 20 mA. The output harmonic injection PA is then tested

with 2nd harmonic injection by optimizing the amplitude and phase of the injected 2f0 signal. The

carrier PA is measured in Class-AB bias with a frequency sweep from 9.8 to 10.6 GHz without any

harmonic injection.

Figure 2.2: Layout of the harmonic injection amplifier. The legend shows metal layers, via, resistor,

and capacitor locations, and DC and RF probe pads. Plated line refers to the combination of Metal

1 + Metal 2 to form a high current capacity transmission line.
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(a) (b)

Figure 2.3: a) Fixture for RF and DC interface to MMIC. Spring-loaded pins (top) provide DC bias

and supply and coaxial-to-microstrip transitions provide RF input and output b) the fabricated

output harmonic injection PA with A and B highlighting the 2-stage 2f0 amplifier, C representing

the main f0 PA and D showing the output network with diplexer.

The measured results for drain current and drain efficiency at 1 dB compression show an upward

frequency shift of 600 MHz (6 %) and are presented in Fig. 2.4a.
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Figure 2.4: (a) Measured drain efficiency (blue) and ID (red) versus frequency. In (b) simulated

(dashed) and measured (solid) ηD, gain, and Pout at 10.6 GHz.
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At 10 GHz, the main PA without harmonic injection achieves a drain efficiency of 36 % with

an output power of 36 dBm. However, the PA achieves a maximum efficiency of 48.5 % at f0 =

10.6 GHz with Pout = 4W and a small signal gain of 14 dB which matches closely with the simulated

results at 10 GHz. A comparison of the simulated vs. measured results for the f0 PA is shown in

Fig. 2.4b. The efficiency of the injection circuit plays a critical role in the calculation of the total

efficiency of a harmonically injected PA (HI-PA) transmitter architecture. As shown in Fig. 2.1,

the injection circuit consists of the up-conversion and phase adjustment circuit and a driver PA in

order to create the magnitude and phase optimized 2f0 signal for injection into the main carrier

PA. The total efficiency, ηtotal of the HI-PA can be calculated as:

ηtotal =
Pout(f0)

PDC1 + PDC2 + PDCinj
(2.1)

where PDC1 is the DC power dissipated in the carrier (f0) PA, PDC2 is the DC power dissipated in

the driver PA at 2f0, and PDCinj is the DC power dissipated in the phase shifter and up-conversion

mixer. If the 2f0 injection path has an efficiency, ηinj , and the driver 2f0 PA has a gain, G2, then

the output power from the injection circuit, Pininj , can be described as the ratio of injected power at

the output of HI-PA, Pinj(2f0) and G2. The DC power dissipated in both the driver up-conversion

related components can then be expressed in terms of the total injected power, Pinj(2f0) as:

PDCinj =

Pinj(2f0)
G2

ηinj
(2.2)

PDC2 =
Pinj(2f0)(1− 1

G2
)

PAE2
(2.3)

where PAE2 is the PAE of the driver PA at 2f0. Based on previous work presented in [6] and

simulations of the X-band MMIC HI-PA presented here, it is assumed that the optimal Pinj(2f0)

is 10 dB below Pout(f0) for maximizing the efficiency of HI-PA. Therefore, by substituting Eqn. 2.3

in Eqn. 2.1, ηtotal can now be expressed as:

ηtotal =
1

PDC1
Pout(f0) +

(1− 1
G2

)

10PAE2
+ 1

10G2ηinj

(2.4)
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It is shown in [43] that the efficiency of the injection circuit needs to be 40% or higher in

order to significantly improve the total efficiency of the HI-PA at 1 dB compression. Since the

injection circuit efficiency includes the up-conversion and phase adjustment circuit and the 2f0

driver PA efficiency, it is important to maximize efficiencies in both of these circuits. However, the

impact of the up-conversion and phase adjustment circuit efficiency, ηinj , on ηtotal can be shown

to be negligible if the driver PA at 2f0 has large enough gain. Therefore, it is important to design

the driver PA at 2f0 to have maximum possible gain, G2, and achieve PAE2 > 40% when the

HI-PA operates at 1 dB compression. Note that when the HI-PA operates in back-off, the optimal

Pinj(2f0) also reduces even though it is 10 dB below Pout(f0). This results in the ηtotal being less

sensitive to PAE2 and ηinj in back-off. In Fig. 2.5a, ηtotal is plotted as a function of gain, G2, of

the 2f0 driver PA for several values of ηinj and PAE2 assuming that the f0 PA without harmonic

injection has a maximum ηD = 50 % [6].

(a) (b)

Figure 2.5: (a) Total calculated amplifier efficiency versus gain, G2, for the 20 GHz driver amplifier

for different ηinj and PAE2f0 . (b) Measured gain, output power and PAE of the 20 GHz driver

amplifier.

Practical values for the injection circuit efficiency, ηinj and PAE2, when substituted in (3) show

that as long as G2 > 6 − 7 dB and the PAE2 > 40%, ηtotal increases by a minimum of 15 points.
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Also, as seen in Fig. 2.5a, higher values of G2 result in a minimal impact of ηtotal. The 2f0 driver

PA is designed for 20 GHz operation and measured with Class-AB bias with a maximum Pout =

27 dBm and PAE = 59 % with a gain of 8 dB as shown in Fig. 2.5b. It is determined that the

maximum Pinj(2f0) for optimal second harmonic injection at the output of HI-PA is 26.2 dBm.

As seen from Fig. 2.5b, PAE2 > 50 % at this power level. The high efficiency of the 20-GHz

PA reduces the degradation of overall efficiency due to other microwave component losses in the

injection path. The designed X-band Class-AB PA is now measured with second harmonic injection

at the output at f0 = 10 and 10.6 GHz and 2f0 at 20 and 21.2 GHz, respectively. The total efficiency

of the HI-PA is calculated from Eqn. 2.1 by taking into account the measured PAE2 of the 20 GHz

driver PA shown in Fig. 2.5b and the corresponding injected second harmonic power, Pinj(2f0).

Note that the efficiency of the up-conversion and phase adjustment circuit is ignored due to test-

bench setup and negligible impact on ηtotal from Fig. 2.5a. An input power sweep at f0 from 12

to 27 dBm (linear to saturation) requires the optimal 2f0 injected power also to increase linearly

from 17 to 27 dBm. For f0 = 10.6 GHz, the total efficiency is calculated by assuming similar driver

PA efficiencies at 2f0 = 21.2 GHz due to high process fT [9]. In reality, this would mean a 2nd

MMIC run to correct the frequency shift. The HI-PA when tested at 10 and 10.6 GHz with 2nd

harmonic injection at an input drive level of 23 dBm (close to P1dB) results in a 15-point efficiency

improvement along with a 60 mA reduction in the total drain current. At 1 dB compression, the

maximum Pout(f0) = 35.79 dBm with the drain current reduced from 0.49 A to 0.425 A at 10 GHz

and 0.39 A to 0.33 A at 10.6 GHz. The injected 2f0 power required to achieve this 60 mA reduction

in current is approximately 26.2 dBm. Therefore, the total efficiency of the main carrier PA is

improved from 36% to 50% at 10 GHz and from 48% to 70% at 10.6 GHz by taking into account

the 2f0 driver PA efficiency at the required 2f0 injection power as shown in Fig. 2.6. In order

to design an efficient integrated HI-PA system on chip, a harmonic driver amplifier, as shown in

Fig. 2.3b part A, and in the system block diagram, Fig. 2.1, is included to achieve high gain in the

second harmonic injection path. Therefore, in a transmitter system, the circuit components of the

up-conversion and phase adjustment circuit can operate in small-signal regime without affecting
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the injection circuit efficiency. The 20 GHz harmonic driver is designed to have a gain of 17 dB

using a 4x50µm gate periphery. Therefore, a total gain of 25 dB can be obtained in the injection

network path by taking into account the gains for the harmonic driver and main harmonic PAs at

20 GHz.
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Figure 2.6: Calculated total ηD at 10 GHz (red) and 10.6 GHz (blue) with and without output

harmonic injection (dashed and solid lines) based on measured f0 and 2f0 PA data.

In summary, this section demonstrates a high-efficiency X-band MMIC HI-PA. The HI-PA

with integrated injection circuit amplifier demonstrates a fundamental output power of 3.5 W at

10 and 10.6 GHz. The 20-GHz PA has a measured output of 27 dBm with 8 dB gain and PAE =

59 %. The total efficiency of the HI-PA is increased from 36 to 50% at 10 GHz and 48 to 70%

at 10.6 GHz by taking into account the injection PA efficiency and power at 2f0. These results

represent a potentially new way of amplifying signals that is efficient, linear and simple to implement

compared to traditional efficiency-enhancement techniques. The potential uses of this approach are

widespread and contain any system that amplifies wireless signals and would benefit from increased

efficiency. For the 2.45 GHz ISM band, a hybrid approach has already been demonstrated with

supply modulation and the linearity was shown to be very good, [46], with greater than 30 dB

improvements in IMD3 over the Class-AB operation of the main PA.
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2.3 Doherty Power Amplifier MMIC PA with Supply Modulation

In this section an X-band Doherty power amplifier is measured and tested for use with supply

modulation. The Doherty PA is fabricated using the TriQuint 0.15µm GaN-on-SiC process. A K-

Band Doherty PA is demonstrated in the same process with 25% PAE at 8 dB back-off in [47].

The main focus of this section is not to describe the design of the Doherty PA, which is already

done in detail in [48], but to attempt to use a high-frequency MMIC Doherty PA in a supply

modulation scheme for enhanced efficiency. Several other X-band efficiency-enhanced PAs have

been demonstrated in the literature and are listed here for completeness, excluding other results

from this chapter. In [49], a GaN MMIC PA combined with a supply modulator demonstrated a

composite PAE=34.8%, Gsat=6.4 dB, and peak power of 36.5 dBm with a 18 MHz OFDM 11 dB

PAPR signal. A similar result was achieved in the same MMIC process in [45]. An X-Band GaN

envelope-tracking PA reported a 35.3% PAE and average output power of 1.096 W with a 60 MHz

LTE-A, 6.6 dB PAPR modulated signal in [50]. Using GaAs technology, an X-band Doherty PA with

53% drain efficiency, 6.5 dB gain and 30 dBm output power with 6 dB power back-off is demonstrated

in [51].

A summary of previous results and the current work is given below.

Table 2.1: Summary of X-band PA Performance

Topology Max PAE (%) Pout (dBm) Gain (dB) Ref

Supply-Modulated 59.9 41.14 20 [49]
Supply-Modulated 34.8 36.5 6.5 [45]
Envelope Tracking 35.3 37 7.6 [50]

Doherty 41 30 6.5 [51]
Doherty 47 36 9.2 This work

2.3.1 The Doherty PA

The conventional Doherty amplifier consists of two amplifiers in parallel as shown in Fig. 2.7a.

The carrier amplifier (top), is biased such that it is always on and in Class-AB or Class-B mode.
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The peaking amplifier (bottom), is biased in Class-C. The goal of the Doherty design is to select

biases and a device periphery ratio such that the peaking amplifier is turned on when the carrier

amplifier is saturating [52]. Load modulation between the carrier and peaking amplifiers assures

that at higher power levels, the load of the carrier amplifier decreases, while that of the peaking

amplifier increases, thus maintaining high efficiency over a large range of output power levels.

(a) (b)

Figure 2.7: (a) Conventional topology of the Doherty power amplifier. (b) The Doherty archi-

tecture used in this work. The λ/4 transformer is replaced with a combined matching network

and impedance transformer. The input is an unequal-power reactive divider that compensates the

output phase offset.

2.3.2 X-band Doherty PA Design and Layout

The circuit in Fig. 2.7b is implemented as a MMIC and differs from the conventional Doherty

architecture in Fig. 2.7a. The input divider is implemented without the typical coupler as detailed

in [53]. The input divider network is an unequal power divider that changes the ratio of power

delivered to each device as input power increases. This is due to the fact that the carrier and

peaking amplifiers have drastically different changes in input capacitance (Cin) over input drive.

The carrier amplifier Cin typically experiences a 10% increase while the peaking amplifier Cin

experiences a 200% increase [53]. The increased Cin of the peaking amplifier reduces the load



24

impedance presented to the input divider network at the peaking amplifier port and therefore as

input power increases, more power is directed to the peaking amplifier. This effect is desirable

as the carrier amplifier is not overly saturated and kept in a high-efficiency region when input

power is further increased. The output network does not employ a λ/4 impedance transformer

but a matching circuit that transforms the dynamic load impedance seen by the carrier amplifier

and simultaneously achieves optimal output power. The output transformer electrical length is

compensated in the peaking amplifier input path by additional 50 Ω microstrip line. An image of

the layout and fabricated MMIC is shown in Fig. 2.8 and Fig. 2.9

Figure 2.8: Layout of X-Band MMIC Doherty PA. Vias are visible in the capacitor-over-via bypass

capacitors and in the ground pads for RF and DC probes. The legend shows important layers,

similar to the HI-PA. The total die size is 3.8 mm x 2.3 mm.

The layout is performed using the same process development kit (PDK) as the output har-

monic injection amplifier, with related design rules and an Angelov based nonlinear model. As

shown in Fig. 2.8, each bypass capacitor is constructed as a capacitor over via. Substrate via

dimensions are predefined for the specific substrate thickness and are circular with a 40µm diam-

eter. The input line is a 92µm wide, 50 Ω microstrip connected to 50µm pitch GSG CPW probe

footprints at the input.
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Figure 2.9: The MMIC DPA on a CuMo carrier with alumina microstrip interconnects as tested.

100 pF bypass capacitors are shown connected to drain and gate DC pads. The total die size is

3.8 mm x 2.3 mm.

This input line splits to the carrier and peaking amplifier and forms the unequal input divider. For

the carrier amplifier path, the line is 25µm wide and this corresponds to a 85 Ω line impedance. The

carrier amplifier is designed to operate in moderate Class-AB mode and is biased at -2.7 V with a

20 V drain supply. The pinch-off voltage for these HEMT devices is near -4.0 V. After the expected

output power and optimal load impedance was determined from nonlinear load-pull simulations, the

output transformer and integrated supply and bias line network were designed. The drain supply

is connected to the carrier amplifier with a 40µm wide line as a planar inductor with a 23 pF

capacitor-over-via bypass capacitor. The carrier amplifier device periphery is 8x80µm. The carrier

amplifier is connected to the amplifier output via a 100 Ω impedance transformer. Since this line

needs to be such a high impedance, a 10µm line width was implemented with multiple metal layers

retaining the current handling capability of 160 mA. The DC drain current is never present on the

output impedance transformer line as all drain current passes through the much wider 40µm lines

previously mentioned. Referring to Fig. 2.7b, the phase offset of the output impedance transformer
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requires a phase compensation line on the input unequal power divider that is seen in the additional

50Ω line after the input power divider split. Inductance was added with planar inductors between

the drain and ground vias for each device, to reduce the reactance and pre-match the devices to

the transmission line transformers. A parallel RC was added to each gate to ensure stability.

2.3.3 Characterization with Supply Modulation

The die is mounted on a CuMo carrier and the pads are bonded to 50 Ω alumina lines. Probe

station measurements are made with a drain supply of 20 V, a carrier gate bias of -2.7 V, and

peaking gate bias of -5 V. The measured PAE of the Doherty is shown in Fig. 2.10a.
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Figure 2.10: (a) Measured drain efficiency (blue) and PAE (red) of the DPA versus output power

at 10 GHz. The dashed line shows idealized Doherty PAE for a comparison. (b) Measured output

power (red) and gain (blue) of the DPA versus input power at 10 GHz.

More than 41% PAE is obtained over 6 dB output power back-off. More than 30% PAE is

obtained at 10 dB back-off at 10 GHz. Fig. 2.10b shows the measured output power and gain. The

DPA provides a peak power of >36 dBm, peak PAE of 47% and peak gain of 9.2 dB. Part of the

motivation for the original design of this PA was to determine if the output power back-off of a

Doherty could be extended even further than conventional and state of the art designs. To further
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investigate the use of supply modulation, the linearity of the fixed-supply Doherty was tested. In

Fig. 2.11, the power spectral density of the DPA is shown for a 10 Mbps OQPSK signal at different

output power levels.
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Figure 2.11: Adjacent channel power for the fixed-supply Doherty PA with various output powers.

No DPD or predistortion was used.

The Adjacent Channel Power Ratio (ACPR) of the DPA with this 3.3-dB PAR signal is measured

to be better than 30 dBc at an output power of 35 dBm and more than 33 dBc for 25 dBm of output

power 10 MHz away from the carrier. The measured PAE vs. Pout characteristic in Fig. 2.10a

does not exhibit the textbook Doherty behavior illustrated by the dashed line, where the carrier

PA is fully saturated before the peaking amplifier turns on. In the design presented here, the

saturation onset is soft which improves the linearity because of reduced clipping. Additional possible

linearity improvement can be attributed to the harmonic cancellation from the two amplifiers using

appropriate gate biases [54]. Because of the encouraging ACPR measurements, a stepped drain

supply modulation experiment was performed [49]. The results of this experiment are shown in
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Fig. 2.12.
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Figure 2.12: PAE and output power in a supply modulation experiment where both carrier and

peaking PA were simultaneously modulated.

Moderate gains in PAE can be achieved by following the 20 – 12 V range trajectory. However, as

the drain voltage drops below 10 V, the 20 -V, fixed-supply Doherty PA maintains more efficient

operation. The moderate gains of the 20 – 12 V range are also likely to be offset by the additional

complexity and efficiency degradation due to a multi-level switched dynamic supply. In conclusion,

this design presents a way to moderately enhance the efficiency of a Doherty PA with a limited

range discrete step or continuous supply modulation scheme.
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2.4 Class-E MMIC PA

This section demonstrates the analysis, design and measurement of a 10 GHz Class-E PA in

a 300 GHz-fT GaN-on-SiC process. More details on HRL’s high-fT process are given in chapter 4,

where it is used for a PA design at 235 GHz. Relevant device details are given in this section as they

pertain to Class-E operation. The Class-E amplifier was invented by Nathan and Alan Sokal in

1975 [55] but not immediately widely utilized. Part of the originally slow adoption of Class-E PAs

in the microwave frequency range was device limitations and the fact that the Class-E was patented

by its inventors in 1975 [56]. The device limitations are due to the need for many harmonics in

a fast-rise time waveform. For transistors fabricated immediately after the introduction of the

Class-E paper and patent, a typical photolioghrapically developed gate had a length of 1-2µm

and a resulting fmax of 45 GHz, and therefore a maximum number of two odd harmonics was

typically possible for X-band amplifiers. [14,57]. To understand this and other limitations of device

technology in Class-E design, it is necessary to introduce some background and theory.

An idea Class-E amplifier circuit is shown below in 2.13a. As shown, in the most basic

form, the Class-E amplifier consists of a switch with associated switch capacitance, CS (purple),

a waveshaping output network, consisting of L and C in 2.13a (blue) and the load, RL, that the

amplifier delivers power to. The ideal Class-E amplifier is a resonant switched-mode circuit in

which there are three important zeros: zero voltage and zero derivative of voltage at the switch

terminals when turned on, and zero dissipated power from the product of switch voltage and switch

current. These zero volt switching (ZVS) conditions all assume that the Class-E PA is operated at

a 50% duty cycle, or D = 0.5. These conditions are summarized below:

vs(0) = 0 (2.5)

dvs
dt

∣∣∣∣∣
DT

= 0 (2.6)

D = 0.5 (2.7)

Where T = 100 ps for a 10 GHz sinusoid. Enforcing these ZVS requirements results in the ideal
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current and voltage waveforms described in [58] as:

vs(t) =
Ids
ωsCs

((ωst) + a[cos((ωst+ φ)− cosφ)] for 0 ≤ (ωst) ≤ π (2.8)

vs(t) = 0 for π ≤ (ωst) ≤ 2π (2.9)

is(t) = 0 for 0 ≤ (ωst) ≤ π (2.10)

is(t) = Ids(1− a sin(ωst+ φ)) for π ≤ (ωst) ≤ 2π (2.11)

where Ids, Cs and φ have been normalized for unity magnitude voltage and current, and a is

the voltage or current amplitude. The ideal switch voltage and current waveforms are shown in

Fig. 2.13b for fs = 10 GHz.
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Figure 2.13: (a) The ideal Class-E amplifier circuit. (b) The switching waveforms for an ideal, fS =

10 GHz, Class-E amplifier.

It is shown in [58] that the analysis of Class-E operation relies on five assumptions which are

inherently tied to the ZVS rules previously introduced. First, to repeat, is that the duty cycle of the
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switch is 0.5 or 50%. Second, that the switch has zero ON-resistance and infinite OFF-resistance.

Third, that CS in Fig. 2.13a is only due to the device CDS and is also linear. Next, that as a result

of the previous assumptions, the circuit is lossless. Last, is that the output network of Fig. 2.13a has

a high Q-factor and resonates slightly below the switching frequency, fS , and therefore the voltage

waveform at the load of the amplifier is purely sinusoidal. The use of these assumptions allows for

a simplified analysis of the Class-E amplifier and the derivation of useful first-order approximation

design equations. In [56, 58, 59] and others, the first-order design equations are derived from the

switch capacitor voltage waveform and approximated commonly as:

Vds ≈
Imax

56.5Csf
(2.12)

fmax ≈
Imax

56.5VdsCs
(2.13)

Znet ≈
0.0446

Csf
ej49.05 (2.14)

These equations are the starting point for a Class-E design. Examination of Eqns. 2.12 - 2.14

shows that the device Imax and Cs are needed. Imax is a manufacturer or foundry-provided param-

eter for MMIC processes and is usually specified in mA/mm and for this process is 85mA/mm.

The periphery of the device depends on the size of the selected unit cell and for this work is chosen

to be 4x100µm or 0.4 mm, allowing for an Imax = 35 mA. Determining the Cs for Class-E operation

is not as straightforward. First, modern GaN devices are known to have a nonlinear Cgs, [60, 61].

Second, Cgs is an important part of the total device Cs for Class-E designs, [62,63]. The importance

of the behavior of Cgs and its effect on Cs, are addressed in [64,65], where a method of determining

the total capacitive reactance of the transistor is developed. This method uses the circuit shown

below in Fig. 2.14. The procedure for determining the nonlinear Cs is as follows. First Vpinchoff or

Vp is determined from the IV curves. Next, Vds is set to approximately Vmax/3.56. The load, R1 in

Fig. 2.14, is set to Ropt for a Class-A amplifier as in [56]. Next, the input power of the harmonic-

balance port is adjusted to ensure the device is presented with a sinusoidal input with magnitude

ranging from Vp to Vsat and that Imax is not exceeded. This ensures maximum output power.

Last, an inductor is added in parallel with the calculated Ropt load and adjusted to eliminate any
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hysteric behavior in the dynamic load line. An example of the dynamic load line before and after

the inductor tuning is shown in Figs. 2.15a and 2.15b.

Figure 2.14: Simulation circuit for determining the nonlinear device capacitance Cs.

(a) (b)

Figure 2.15: Tuning the simulated dynamic load line of the Class-E amplifier. In (a) the dynamic

load line without Cs cancelled, in (b) a inductance of 114 pH minimizes the hysteresis in the load

line.

This inductor value, L, is used to calculate the device Cs as follows:

Cs =
1

w2
0L

(2.15)

for the 4x100µm device, the L was found to be ≈ 5 nH and the resulting Cs to be 50.66 fF. With
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Imax and Cs determined, Eqns. 2.12 - 2.14 can now be used. From Eqn. 2.12, Vds = 1.22 V however

Vknee is approximately 1 V so this means that only a sub-optimal Class-E mode of operation will be

possible. Similarly, fmax ≈ 10 GHz. This illustrates the trade-offs in a high-fT process; the Cs in

equation 2.13 should result in a very high fmax for Class-E operation but the inherently low Imax,

Vbreakdown and a 1 V Vknee limits Class-E operation to approximately 10 GHz. Last, it is useful

to calculate the Znet as a starting point for the design of the output network. For the 4x100µm

device, Znet = 30.62 − j82.53Ω. Design of a network to present this impedance to the transistor

for the Class-E design is presented in the next section.

2.4.1 Design and Layout of Class-E and Class-E Cascode MMIC PAs

The layout for the Class-E amplifier is shown in Fig. 2.16. Since Znet was determined in the

last section, it is used as a starting point for the matching network design. The design consists of a

single 4x100µm transistor and input and output matching networks. Shown in Fig. 2.17 and 2.18

are close-up views of the input and output networks. Their features are described below.

Figure 2.16: Layout View of the X-Band Class-E amplifier. The legend shows the relevant layers

and passive components. The total die size is 2.335 mm x 0.807 mm.

The input matching network in Fig. 2.17 consists of a DC-blocking capacitor and a meandered line

to the gate bias voltage, which separately are used as tuning elements and together form the bias

tee. The total length of the meandered line is 2950µm. The DC-blocking capacitor is 400µm
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in length and represents a capacitance of 3 pF. A shorted stub is also used as a tuning element

and has length 625µm. In red are the 30x30µm square vias to the backside ground plane and in

hatched green is the GSG RF probe pads. The primary purpose of the Class-E input network is to

maximize amplifier gain but it is also important to pay attention to the return loss of the network

as the transistor Zin changes rapidly with input drive power.

Figure 2.17: Input matching network layout view of the X-Band Class-E amplifier. The total size

of the network is 1.15 mm x 0.807 mm.

On the output side, shown in Fig. 2.18, a DC-blocking capacitor and inductive path to the drain

supply are again used as tuning elements and together form the bias tee. A simple series inductor

and shunt capacitor form the waveshaping elements of the output network. Originally a microstrip

stub matching approach was used for harmonic terminations, as in [59]. However, X-band MMICs

present a unique trade-off between distributed and lumped elements, both work almost equally

well at low-GHz frequencies. The use of a series L and shunt C turned out to be the lower loss

implementation for this design. The series resonant circuit consisting of a large DC-blocking series
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capacitor and the series inductor also present the necessary high impedance (ideally open circuits)

to the higher-order harmonics required for Class-E operation.

Figure 2.18: Layout view of the X-Band Class-E amplifier output matching network. The total

size of the network is 1.02 mm x 0.807 mm.

The simulated output power, gain and PAE of the Class-E amplifier is shown in Fig. 2.19. Due to

the low breakdown voltage of the high-fT devices, an output power of 21 dBm is achieved. While

the PAE peaks at over 60% for this design, it is very different from the 80-90% drain efficiencies

sometimes typical of Class-E operation. An important parameter not discussed so far in the analysis

of Class-E designs is the device static and dynamic RON . Taking RON into account for PAE is

done by modeling the transistor in the ON state as a parallel RC network where the resistance Rs

dominates the parallel response (Rs � 1
ωsCs

) such that a the model reduces to a single resistor

Rs. After re-solving the switch voltage boundary conditions in [58], an expression for the RF-DC

efficiency is given as:

ηD =
1 + (π2 + ωsCsRs)

2

(1 + π2

4 )(1 + πωsCsRs)2
(2.16)

Since the ωs, Cs, and ηD are known at this point in the design, it is useful to use 2.16 to obtain an
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estimate of Rs. Rearranging 2.16 results in:

Rs =

√
ηD(π2 + 4)(π4 + 4)− 16− π(ηD(π2 + 4)− 2)

Csωs(ηDπ2(π2 + 4)− 4)
(2.17)

which results in a Rs = 35.83 Ω. This Rs is very large and could be the result of a significant amount

of current collapse in the experimental devices. Since dynamic RON is a difficult measurement and

can vary greatly from static RON (IV curve calculation). An additional problem is that the optimal

Vds from Eqn. 2.12 is very close to the Vknee and this can also result in a low ηD and PAE.

Figure 2.19: The simulated PAE (right), gain and output power (left) of the Class-E amplifier

2.4.2 Measurements and Comments

The fabricated Class-E amplifier is shown in a microphotograph in 2.20. The measured gain and

efficiency is shown in Fig. 2.21a and Fig. 2.21b. Measurements made at different die locations on

the wafer resulted in similar performance, indicating a high yield for these circuits and devices.

Peak output power was 20.4 dBm at 9 GHz as can be seen in Fig. 2.21a. All measurements were

performed with a 3 V Vd, however a 4 V Vd is also possible.
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Figure 2.20: Microphotograph of X-Band Class-E amplifier. The total die size is 2.335 mm x

0.807 mm
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Figure 2.21: Class-E gain, output power and PAE measured from 9-11 GHz at VD = 3V.

The peak output power of the Class-E amplifier with a 4 V supply was 22.8 dBm but efficiency

and gain were degraded compared to the results from Vd = 3 V, shown below. While gain was

higher than simulated for Vd = 3 V, the measurement setup was limited in input power so further

testing was not possible. Overall, the results show sub-optimal Class-E operation, as predicted in

the analysis and design sections.
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2.5 Contributions from This Chapter

The specific contributions to the field from this chapter are as follows:

• Demonstrated a 4 W X-band output harmonic injection amplifier with measured efficiency

improvement from 36 to 50%.

• Demonstrated X-band output harmonic injection amplifier with calculated efficiency im-

provement from 48 to 70% for separately measured fundamental and 2f0 amplifiers.

• Demonstrated a X-band GaN Doherty power amplifier with supply modulation that achieved

a PAE of 41% and 31% for 6- and 10-dB backoff, respectively. This represents the highest

efficiency for an X-band GaN Doherty PA in backoff.
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3.1 Millimeter-wave Voltage Controlled Oscillators

Interest in V-band (50-75 GHz) communication systems increased when the FCC approved

the use of unlicensed wireless systems operating in the 57-64 GHz range in 1995 [66]. Part of

the motivation for the unlicensed classification was that systems operating at 60 GHz have less

range than lower frequency wireless systems for the same equivalent isotropically radiated power

(EIRP) due to atmospheric attenuation. In 2013, the FCC modified the rules pertaining to 60 GHz

operation to allow for higher output power to facilitate the use of the 57-64 GHz spectrum for high-

capacity outdoor point-to-point communication systems. The IEEE 802.11ad standard outlines
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the use of 60 GHz operation with a 2 GHz bandwidth and target data rate of 6.75 Gbps for indoor

wideband local area networks, WLANs [3]. A summary of the current available spectrum allocation

is shown in Fig. 3.1.

Figure 3.1: An overview of the unlicensed spectrum available in the 57-66 GHz range in each region

where the standard is finalized. Source: [3]

One goal of the new 802.11 standards is to maintain backwards compatibility with 2.4 and 5 GHz

radios while also allowing for all frequencies to be used in a single device (2.4, 5, and 60 GHz) [3].

An example might be general wireless use at 2.4 GHz, high performance local area use at 5 GHz and

same-room wide bandwidth operation at 60 GHz. The combination of recent spectrum allocation

and improved semiconductor operation at 60 GHz has created a wide range of interest in the

technology. Potential applications for the technology are summarized below.

• Inter-satellite communications - On December 15th, 1995, Boeing’s Milstar satellite constel-

lation became the first satellite system to employ inter-satellite crosslink communication.
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Milstar I and II were tactical and strategic multiservice satellite systems for survivable

communications for US forces around the world [67]. The system used low (75-2400 bps)

and medium (4.8-1544 kbps) data rates for voice, video and data communications and a

60 GHz system for crosslink communications [67]. The systems survivability depended on

active and passive transmission security, including the ability to avoid signal jamming with

antenna steering and variable system gain, the use of secure waveforms, and the ability

to crosslink. The crosslink communication hardware consisted of autotracking modula-

tors, narrow-beam antennas, and transmit and receive upconverters and downconverters

operating at 60 GHz [68]. This equipment was state-of-the-art at the time and weighed

approximately 800 lbs and used 260 watts.

• Wireless homes and offices - Several uses for high-bandwidth, short range wireless networks

are found in the home or office where wired connections currently are used. These include:

wireless displays, distribution of HDTV, file transfer and synchronization, and remote med-

ical assistance. Some commercial uses of short range high-data rate communications are

video tele-presence, automation control, police and security surveillance data transfer and

public safety presence [3].

• Spaced-based internet communications - In March 2016, The Boeing Company filed a re-

quest to the FCC to allow for further increase in V-band radio output power and for a

license to launch and operate 1,396 - 2,956 V-band satellites. The satellites would be po-

sitioned at 1,200 km in altitude in a non-geostationary orbit and provide internet service

to residential, commercial and government clients [69]. Each satellites footprint would

be divided into 8-11 km cells covering the US. In November 2016, five other companies,

SpaceX, OneWeb, Telesat, O3b Networks, and Theia Holdings filed similar requests to the

FCC [70]. All five companies have similar plans to field satellites that use transceivers

in the unlicensed V-band frequency range to provide broadband internet in the US. The

number of potential satellites and scope of the proposals is impressive, SpaceX’s proposal
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suggested 7,518 V-band low-Earth orbit satellites (referred to as VLEOs) and in-house

designed and manufactured ground station terminals [71]. The other companies proposed

smaller constellations of various configurations.

The ability to utilize the newly allocated spectrum in the V-band range for these applications relies

on several high performance millimeter-wave components but starts with V-band LO generation

or high-order frequency multipliers. Because multistage frequency multipliers in general have low

efficiencies, a direct LO generation method is studied. To explore the potential of GaN-on-SiC

technology for direct generation of U-band (40-60 GHz) and V-band LOs, Qorvo’s 90 nm process is

used and described in the next section.

3.2 Qorvo’s 90-nm GaN-on-SiC process

This section details the passive and active technology that allows for V-band and higher

operation in Qorvo’s 90 nm GaN process.

3.2.1 Passive Technology

The passive technology used in this process is similar to the three metal layer interconnect

(3MI) process used for the X-band harmonic injection and Doherty power amplifiers in chapter 2

but uses a thinner SiC substrate, 50µm vs 100µm, for higher frequency operation. For SiC MMIC

substrates, 50 Ω microstrip has the useful characteristic that line width W ≈ substrate height H.

To ensure a single mode in microstrip, W and H are made smaller than λ/4. For f0 = 75 GHz and

εr = 10 for SiC, λ/4 = 374µm which is much larger than either 50 or 100µm. The process has

three metal interconnects to route RF signals and DC bias and supply. The thickness of the metal

layers varies from 0.77µm to 4µm. The capacitors and resistors available are the same as in the

100µm substrate process and include 240, 300 and 1200 pF/mm2 density capacitors and 50 Ω/sq

TaN and 0.34 Ω/sq ohmic metal resistors. A very useful feature carried over from the 100µm

substrate process is capacitor-over-via which allows for compact shunt capacitors to ground. In the
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50µm substrate, the through-hole-vias are square or slotted and 50µm long per side. Similarly to

the 100µm substrate, the 50µm process has a 0.25µm SiN passivation layer. The main advantage

of the similarities between the 50 and 100µm substrate passives is that the high-performance and

high-yield of the components is already proven and the PDK models are accurate.

3.2.2 Active Technology

The active device technology, coupled with the low-loss and high-power performance 3MI

process, is what allows for > 60 GHz operation with GaN devices in this technology. The high

frequency operation of the HEMT devices is made possible by the use of a modified T-gate called

a gamma-gate. A SEM photograph of the gamma-gate is shown in Figs. 3.2.

Figure 3.2: Gamma-gate SEM photograph. The source connection is on the right and the drain is

on the left, the S-D separation is 2µm. Photograph: Qorvo

Gamma-gate technology allows for higher-fT , fmax and output power compared to GaN HEMTs

with field plates [72]. Because the gain and efficiency of the field plated and gamma-gate devices

are similar, the main benefit of the gamma-gate is higher frequency operation. Higher frequency
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operation in gamma-gate devices is due to the absence of a dielectric passivation layer between the

gate foot and head, resulting in lower parasitic gate capacitances [72]. In this design a gamma-

gate transistor of gate width 90 nm was used with a 4x40µm device periphery. The devices were

characterized at Vd = 16, 18 and 20 V and with 40 - 180 mA/mm current densities. The PDK

EEHEMT model was compared to measurements taken from 0.5 - 110 GHz and showed good

agreement, meaning the models were accurate for design. Peak PAE of the 4x40µm device at

35 GHz is near 40 %. The optimal power and efficiency match result in a drain impedance of 34-

50 Ω/mm + j0.29-0.3 pF/mm, which is useful for matching with microstrip transmission lines that

typically have 10 - 90 Ω impedances. The fT of the devices was estimated to be 72 GHz at Vd

= 18 V, and the power density to be 3.4 W/mm. The breakdown voltage of the devices is near

60 V. The high frequency operation of the active devices allows for V-band oscillation as well as

amplification as described in the remainder of this chapter.

3.3 Reverse-Channel Operation

There are many possible configurations and layouts for FET-based oscillators. A good sum-

mary of commonly used configurations, mainly common amplifier schemes with external series or

parallel feedback is given in [73]. To reduce the footprint and therefore production cost, as well as

improve the phase noise of the FET-based oscillator, a reverse channel configuration is investigated.

The block diagram of a reverse channel oscillator is shown in Fig. 3.3. The reverse channel oscillator

in Fig. 3.3 has a simple circuit structure and layout, and the potential for lower phase noise near

the carrier and better frequency tuning in a VCO application [74].
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Figure 3.3: The reverse channel oscillator circuit schematic. DC gate bias and drain supply paths

are not shown.

The idea behind a reverse channel oscillator is that the FET or HEMT drain is supplied with a

negative voltage, making it the electrical source. The FET in this configuration is now a non-

inverting amplifier, making the source inductance regenerative (positive feedback) rather than

degenerative (negative feedback) [75]. The necessary feedback for the oscillator is now internal to

the transistor as Cgd is increased in this configuration and acts as the feedback path [76]. Because

the non-linear model is not verified in the III quadrant of the IV plane, the actual bias and supply

voltages as well as the tuning voltage for the reverse channel oscillator resonator (a microstrip stub

and additional transistor) will be optimized after fabrication. The symmetry of the HEMT model

should also allow for accurate simulation of behavior in the III quadrant.

3.4 Design and Layout

The VCO design process is a combination of linear and nonlinear simulations with the foundry

transistor and microstrip transmission line models. A similar process is detailed in [76] and [16].

Because the 90 nm process is not yet developed at the time of writing of this thesis, only two

transistor geometries were verified with IV characteristics and the 4x40µm device was chosen

instead of the 6x40µm device for higher-fT operation. The first step is to determine what bias

conditions for the device obtain peak gm in the reverse channel configuration. This step is first and

necessary because the oscillator will produce more output power when operating in the peak gm
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region. This is inherently a nonlinear simulation due to the large changes in the operation of the

transistor as the gate voltage changes. The plot of the derivative of ids
vgs

, for different gate voltages

is shown in Fig. 3.4 and shows a peak gm at Vg = -0.3 V. A similar procedure is used to determine

the Vd and it was found to be Vd = -2 V. The non-linear model then has the drain voltage Vd = -2 V

and Vg = -0.3 V set and resulting S-parameters are used to avoid harmonic balance (large signal)

simulations in subsequent steps.

(a)

Vd (V) gm (mS)

-10 85.74

-8 88.9

-6 92.18

-4 95.76

-2 100.7

0 0

2 100.7

(b)

Figure 3.4: a) Reverse channel dids
dvgs

for varying Vg. The peak is at -0.3 V. b) The range of gm for

different drain voltages showing peak transconductance at -2 V.

The next step is to determine where the transistor is unstable in the reverse channel configuration.

By calculating the K -factor for the resulting S-parameters from the non-linear model biased at Vg

= -0.3 V and Vd = -2 V, the range of potentially unstable operation is determined by use of K -factor

and B1 defined as:

K =
1− (|S11|)2 − |S22|2 + |∆|2

2|S12S21|
(3.1)

B1 = 1 + (|S11|)2 − |S22|2 − |∆|2 (3.2)

where the circuit is unconditionally stable if K > 1 and B1 > 0. The calculated K -factor and B1
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are shown in Fig. 3.5 and show the device is unstable from 1 to 174 GHz, indicating that V-band

operation is suitable.

Figure 3.5: Range of potentially unstable operation for the reverse channel device. The K -factor

is shown in blue and the B1 factor in pink. The device is potentially unstable until 174 GHz but

was modeled from 0.5 to 110 GHz.

An open-circuit microstrip stub resonator, is connected at the gate of the reverse channel device

and tuned for maximum reflection coefficient at the drain terminal. Because this is a VCO design

instead of a high-Q fixed frequency resonator, this step allows the designer to see what range of

frequencies the VCO will produce. Shown in Fig. 3.6b is the resulting |S11| for various stub lengths,

where |S11| refers to port 1 at the drain of the transistor. The stub lengths decrease with frequency

according to the electrical length. The challenge in the design of this VCO is to provide a tuning

range that can cover all of the values shown in Fig. 3.6b.
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Figure 3.6: (a) The oscillator with port 1 referenced. (b) Small-signal simulated |S11| for various

gate resonator stub lengths. The 1.01 mm stub corresponds to an oscillation frequency at 40 GHz

and the 600µm stub corresponds to an output frequency at 60 GHz. The second number in the

markers shows the magnitude of S11, which is > 1 for all frequencies.

The final step in the oscillator design is to take the results from the previous linear simulations and

perform a non-linear load pull simulation on the EEHEMT model to determine the impedance to

present to the drain for maximum output power. This is done for 40, 50 and 60 GHz operation and

the optimal reflection coefficient is found to be 0.7 ∠ 150 ◦ at all frequencies. So far, the simulations

have all used a fixed length microstrip line model as the resonator at the gate of the oscillator

transistor. To be able to tune the oscillator output frequency, a second transistor is connected to a

short length of microstrip line to act as a variable length stub, as shown schematically in Fig. 3.16b.

The resonator transistor source is connected to ground so the stub becomes a short circuit instead

of an open. To check that the tuning range of the variable short circuit stub is wide enough to

produce 40-60 GHz output frequencies, a comparison is made with each fixed length stub. The

results of this comparison are shown in Figs. 3.7 - 3.9 for 40, 50 and 60 GHz. The variable stub has

a similar reactance as the fixed length microstrip line model but more resistance, bringing the load

contour closer to the center of the Smith chart.
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Figure 3.7: The simulated reflection coefficients for the 1.01 mm fixed length stub in pink and the

tunable short circuit stub in blue with Vg = -1.5 V.

Figure 3.8: The simulated reflection coefficient for the 760µm fixed length stub in pink and the

tunable short circuit stub in blue with Vg = -5.3 V.



50

Figure 3.9: The 600µm fixed length stub reflection coefficient in pink and the tunable short circuit

stub in blue with Vg = -20.6 V.

The optimal impedance to present to the oscillator output has already been determined by the

load pull simulation. To ensure that the oscillator always sees this impedance regardless of loading

on the MMIC output, a buffer amplifier is included. The buffer amplifier is also designed to have

a small amount of gain to increase overall output power. The buffer amplifier is designed as a

common source amplifier with parallel feedback to improve broadband gain flatness and shown

schematically in Fig. 3.10a. The simulated |S11|, |S21| and |S22| are shown in Fig. 3.10b. The design

of the buffer amplifier was done using the small signal model and a final check of the |S11|, |S21|

and |S22| was performed and validated with the large signal model.
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to transition

to osc

(a) (b)

Figure 3.10: (a) The circuit schematic of the feedback buffer amplifier. C1 and C3 are DC blocking

capacitors C2 routes DC bias (capacitor top plate) and blocks DC (capacitor bottom plate.) (b)

The simulated S-parameters of the buffer amplifier, |S21| is shown in red, |S11| in blue and |S22| in

pink. The gain of the buffer amplifier is 4 dB at the center of the band.

Last, the waveguide-to-microstrip transition is designed. To avoid the use of wirebonds and in-

creased assembly complexity, an on-chip transition is designed. The radial stub transition is shown

in Fig. 3.11 and is based on the design detailed in [77]. The simulated S-parameters for the radial

stub transition are shown in Figs. 3.12a and 3.12b and show low insertion loss, less than 0.3 dB from

40-70 GHz, and a return loss greater than 15 dB. The effect of non-optimal probe depths is also

shown. The transition is simulated with a 50µm SiC substrate. The bandwidth of the transition

is much greater than the oscillator predicted output frequency range.
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Figure 3.11: The simulation setup for the radial stub microstrip-to-waveguide transition on a 50µm

SiC substrate. The transition is inside a WR-15 waveguide and excited with a microstrip mode in

a cavity with a reduced height to suppress higher order modes.

(a) (b)

Figure 3.12: (a) Simulated |S11| and variations of the probe depth into the waveguide. (b) |S21| and

variations of the probe depth into the waveguide. The insertion loss for the transition is 0.23 dB at

50 GHz.

The tunable stub, reverse-channel oscillator, buffer amplifier and microstip-to-waveguide transition

were then all simulated together to show the predicted output power over tuning voltage, Vc. The



53

result of that nonlinear simulation is shown in Fig. 3.13, and predicts an output power of 15.5 dBm

for a wide range of tuning voltages. The nonlinear simulation to predict oscillation frequencies does

not converge at Vc = -7 V but the transistor model should be correct for small negative Vc voltages.

Figure 3.13: The simulated output power versus control voltage, Vc, for the complete reverse-channel

oscillator. The simulation includes the tunable stub, reverse-channel oscillator, buffer amplifier and

S-parameters from the microstrip-to-waveguide simulation.

The complete layout of the VCO is shown in Fig. 3.14. Each section of the layout is described

below.

Figure 3.14: The detailed layout of the V-band oscillator. The total die size is 2.7x1.15 mm2.
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The oscillator layout is highlighted in Fig. 3.15a. Because of the simple circuit topology of the

reverse channel design, the layout is compact. The highlighted area measures 400µm x 300µm and

has bias and supply voltage routing and bypass capacitors. The bypass capacitors are designed in a

capacitor-over-via way to minimized space. The large capacitor at the transistor gate is part of the

bias tee, it acts as a DC path from the gate DC bias pad, VO1, and blocks DC from being applied to

the adjustable stub network. The matching network between the oscillator and the buffer amplifier

is also very compact, measuring 176µm. The challenge in higher frequency interstage matching

network design is to match the drain impedance of one stage to the gate impedance of the other

without adding unnecessary lengths of transmission line. Because solutions to the impedance

transformations of matching networks repeat every half-wavelength, the goal is to route bias and

supply voltages and perform matching without adding multiple half-wave lengths of transmission

line. The circuit schematic is shown in Fig. 3.15b.

(a)

C2

DC bias

Cbypass

DC bias

C1
to buffer

to stub

Cbypass

(b)

Figure 3.15: (a) The reverse channel oscillator layout detail, highlighted in purple. (b) The corre-

sponding circuit schematic.

The tunable stub circuit is shown in Fig. 3.16a. This circuit is simple to implement and the layout

relies primarily on adjusting the ”S” bend stub to be close to the minimum overall stub size required
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for 60 GHz operation. The transistor is then biased from the DC pad to be the adjustable part

of the stub network. Because the gates of the transistors in this process are developed with an

electron beam machine, the transistors must be vertically aligned so the stub has to route in a bend

as shown. The equivalent circuit schematic is shown in Fig. 3.16b.

(a)

DC bias

Cbypass

Lfixed
to osc

(b)

Figure 3.16: (a) The tunable short circuit stub, highlighted in purple. (b)The circuit schematic of

the tunable short circuit stub.

The last part of the circuit layout is the buffer amplifier and is shown in Fig. 3.17a. The broadband

gain of the buffer amplifier is a result of the parallel feedback resistor shown. This resistor is 50µm

x 20µm and has a value of 128 Ω . The resistor must also be DC blocked from the drain supply

and gate bias to not interfere with the buffer amplifier’s operating point. To do this, the same

type of DC block as used previously was employed. The capacitor C2 in the schematic shown in

Fig. 3.17b routes DC supply for the drain on the top plate and RF signal through the feedback path

on the bottom plate. Without this capacitor, a large DC current would flow through the feedback

capacitor. The output matching network of the buffer amplifier transforms the impedance of the

amplifier to 50 Ω before the microstrip-to-waveguide transition.
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RF
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C1

to transition

to osc

(b)

Figure 3.17: (a) The layout detail of the buffer amplifier. (b) The circuit schematic of the feedback

buffer amplifier. C1 and C3 are DC blocking capacitors, C2 acts as part of a bias tee.

Figure 3.18: Close-up view of the detailed layout of the tunable short-circuit stub, oscillator circuit,

and buffer amplifier.
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The previous sections of the oscillator circuit are all combined in the detailed layout drawing in

Fig. 3.18. The remainder of this chapter describes the waveguide assembly design and the measured

results of the oscillator.

3.5 AM Waveguide Intergration

The fabricated V-band waveguide assemblies for the VCO are shown in Figs. 3.20, 3.21.

Similar assemblies were made with WR-19 for U-band operation. Traditional machining was used

to create the set shown in Fig. 3.20 and direct metal laser sintering (DMLS) additive manufacturing

was used to create the other in Fig. 3.21. The assembly is designed in a split block fashion, the two

halves are fastened together after the DC bias board, bypass capacitors and MMIC are mounted

on one half. The pedestal on the left half in both figures is constructed to suppress cavity modes

in the assembly. On the right half, the MMIC integrated transition sits on a pedestal and will be

inserted into the waveguide as in Fig. 3.11. Once assembled, the waveguide output is interfaced

with a standard UG-387 (MIL-DTL-3922/67E) flange. The mechanical drawing of the DC bias

board that provides drain supply and gate bias voltages to the VCO is shown in Fig. 3.19.

Figure 3.19: Assembly drawing of the bias and control board. The total size is 17.5x12.5 mm2. All

dimensions are specified in mm.
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To compare the two manufacturing techniques, waveguide-to-microstrip-to-waveguide test struc-

tures were also fabricated with traditional manufacturing and AM, shown in Fig. 3.22. The profile

of the alumina thin film test structure is shown in Fig. 3.23.

Figure 3.20: Photograph of machined V-band waveguide housing. The waveguide is WR-15 and

made of Al. Each split block is approximately 3.5 cm per side. WR-19 waveguide housings were

also fabricated.

Figure 3.21: Photograph of AM V-band waveguide housing. The waveguide is WR-15 and made

of AlSi10Mg. Each split block is approximately 3.5 cm per side. WR-19 waveguide housings were

also fabricated.
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3.5 cm

Figure 3.22: Photograph of the AM V-band test assemblies with AM and traditional machining.

The AM structures are shown in the foreground and traditionally machined in the background.

3.844 cm

1.025 cm

Figure 3.23: Assembly drawing of the V-band alumina test structure. The metal layer is hatched

and the bare alumina is white. The thin film size is 3.844x1.025 mm2 and 100µm thick.

The photographs of the assembled traditionally machined and AM waveguide-to-microstrip-to-

waveguide test structures are shown in Figs. 3.24 and 3.25.
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Figure 3.24: Assembled machined V-band waveguide-to-microstrip-to-waveguide test structure.

The waveguide is WR-15 and made of Al.

Figure 3.25: Assembled AM V-band waveguide-to-microstrip-to-waveguide test structure. The

waveguide is WR-15 and made of AlSi10Mg.
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The measured S-parameters are shown in Figs. 3.26 and 3.27.
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Figure 3.26: |S11| and |S21| for the machined V-band waveguide-to-microstrip-to-waveguide test

structure. The |S21| data shown is the measured loss divided by two to approximate the loss of a

single transition.
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Figure 3.27: |S11| and |S21| for the AM V-band waveguide-to-microstrip-to-waveguide test structure.

The |S21| data shown is the measured loss divided by two to approximate the loss of a single

transition.
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The measured S-parameters show through loss of the transition to be low and similar to simulated

performance. The insertion loss is 0.82 dB and 1.7 dB at 60 GHz for the machined and AM waveg-

uide assemblies, respectively. This loss includes not only the transition but the small microstrip

section in the middle that measures 1000µm and has a simulated loss of 0.068 dB. More details on

additively manufactured waveguides is given in chapter 6.

3.6 Measurements and Conclusion

Shown in Fig. 3.28 is a microphotograph of the VCO during fabrication. The completed

V-band machined and AM waveguide assemblies are shown in Figs. 3.29 and 3.30.

Figure 3.28: Microphotograph of the VCO during fabrication. The total die size is 2.7x1.15 mm2.
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Figure 3.29: Complete V-Band oscillator assembly with MMIC, bypass capacitors, bias board and

DC wirebond connections. The waveguide housing is fabricated in Al with traditional machining.

The waveguide is WR-15 and made of Al.

MMIC

SLC bypass 
capacitors

WR-15

DC bias 
board

Figure 3.30: Complete V-Band oscillator assembly with MMIC, bypass capacitors, bias board and

DC wirebond connections. The waveguide housing is fabricated in AlSi10Mg with AM.

The U-band and V-band VCO modules, in WR-19 and WR-15, were measured with a N9030A for
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40-44 GHz operation and with a M1970V waveguide harmonic mixer for 50-75 GHz operation. The

noise floor of the N9030A used to test the VCO is shown in Fig. 3.31a. The output power and

frequency of the V-band oscillator is shown for tunable stub control voltages, Vc, = -2, -3 and -6 V

in Figs. 3.31b, 3.32a, 3.32b. The bias conditions for the above measurements are as follows. For

the oscillator, Vd = 15 V and Vg = -0.58 V, Id = 12 mA. For the buffer amplifier, Vd = 15 V and Vg

= -1 V, Id = 10 mA. The control voltage, Vc, was swept from 0 to -10 V but oscillations were only

observed from -2 to -6 V. A wide range of biases and supply voltages was tried to attempt to optimize

output power. As shown in Figs. 3.31b, 3.32a, 3.32b, the output power of the oscillator is below the

simulated values and the range of tunable output frequency is limited to 40.99 - 42.88 GHz. This

is thought to be due to several fabrication problems. First, the backside metal on the wafer was

etched to remove the ground plane below the radial stub microstrip-to-waveguide transition. The

etchant also undercut the ground plane metal by seeping into the wafer saw streets. This caused

the backside metal under the oscillator circuit to lift off and makes the ground connection from the

transistor vias and DC bypass capacitors questionable.
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Figure 3.31: (a) The noise floor of the N9030A. b) The output tone frequency and power for Vc =

-2 V. The tone power is -37.38 dBm and the frequency is 42.76 GHz.
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Figure 3.32: (a) The output tone frequency and output power for Vc = -3 V. The tone power is

-38.82 dBm and the frequency is 42.88 GHz. (b) The output tone frequency and output power for

Vc = -6 V. The tone power is -35.84 dBm and the frequency is 40.99 GHz.

Second, the gm of the devices was measured to be 30-40% lower than the model used in design.

Because the gm is lower than simulated, the lower output power is not a surprise. These fabrication

issues are not uncommon in a process under development and new MMICs are currently being

fabricated.

3.7 Contributions from This Chapter

The specific contributions to the field from this chapter are as follows:

• Demonstrated analysis and design of reverse-channel oscillator in GaN process.

• Demonstrated feasibility of AM AlSi10Mg waveguide assemblies in U-band and V-band

with measured results for insertion loss and return loss.

• Demonstrated measured performance of V-band microstrip-to-waveguide radial stub transi-

tion. This transition allows for the removal of wirebonds and other labor intensive processes

to couple energy from a millimeter-wave MMIC to waveguide.
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4.1 Motivation for MMICs Operating at 235 GHz

This chapter focuses on the applications, technology and design of integrated circuits that

operate above 200 GHz. Integrated circuits and resulting systems operating at low sub-terahertz

frequencies (100s of GHz) are currently limited by device technology, packaging loss, and very high

unit cost. However, systems operating at these frequencies have unique and interesting uses and

research and development in this area continues to progress. The technology is nevertheless not

yet fully developed and design and fabrication times can be very long with low device yields.
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Before showing why and in what areas there is interest in MMICs operating at such frequen-

cies, it is necessary to understand what the Earth’s atmosphere is like for very small wavelength

EM waves. Shown below, in Fig. 4.1, is an atmospheric attenuation chart from [78]. Between the

H2O attenuation peaks at approximately 200 GHz and 350 GHz is a range of low-attenuation that is

known as an atmospheric window. In this frequency range, a propagating plane wave in free space

will have a wavelength λ = 1.5 to 1 mm (f = 200 to 300 GHz.) While there is some interest in

operating wireless communications systems near the high attenuation regions in Fig. 4.1 for privacy,

most systems are built to operate in the low attenuation atmospheric windows and that is the focus

of this work.

Figure 4.1: Atmospheric attenuation from 10 to 400 GHz at sea level and approximately 9 km. A

region of relatively low attenuation occurs between 200-300 GHz.

Aside from the obvious benefits of high frequency operation (antenna size ∝
1

f
) and increased target

resolution for radar systems, the combination of very small wavelength and minimized attenuation

in this frequency range allows for several interesting applications, examples of which are summarized

below:
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• Millimeter-wave Radiometers - Microwave frequencies of 300 to 3000 GHz with correspond-

ing wavelengths of 1 mm to 100µm have an approximate photon energy of 1.2 to 12.4 meV.

By use of the Maxwell-Boltzmann distribution, which relates electron energy to peak tem-

perature as 1 eV = 11,604 K, energies of 1.2 to 12.4 meV correspond to a peak in black body

radiation at 14 - 140 K. The 14 - 140 K temperature range corresponds to the vibrational

motion of many lightweight molecules and atoms typically observed using molecular line

spectroscopy [79]. Blackbody radiation from thermally illuminated gas and dust peaks at

the low-terahertz range [79]. Lower in frequency, 183 GHz radiometers allow for precise

measurement of precipitable water vapor and accurate prediction of changes in humid-

ity [80].

• Wide-bandwidth Communications - The Japanese government estimated a 71% compound

annual growth rate for mobile traffic in Japan from 2007 to 2017 [81]. Market research in the

US forecasted similar advancements, resulting in total mobile data exceeding 327 PB/month

(1 PB = 1015 Byte) by 2015 [82]. The authors of [82] suggest a 10 Gb/s or faster instan-

taneous bandwidth will be necessary in the future to keep up with data consumption

demands. A 10 Gb/s signal corresponds to a 10 GHz BW when a modulation scheme such

as QPSK or OQPSK is used. Systems in the future are not going to inherently be much

more broadband so this naturally leads to higher frequency carriers and similar fractional

bandwidth but greatly expanded absolute bandwidth. In [20] a communication system with

a carrier frequency of 220 GHz is used to achieve a 25 Gb/s data rate. The system in [20]

experiences similar losses due to rain fade and fog as systems operating in the E-band and

low millimeter-wave regions, yet has superior bandwidth.

• Millimeter-wave Synthetic Aperture Radar - Synthetic aperture radar (SAR) can produce

high-resolution images of a scene on the earth’s surface in both range and cross-range. SARs

can produce images of scenes at long range, and in adverse weather that are not possible

with infrared or optical sensors [83]. Moving targets are a problem for SAR because of
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serious distortion and displacement. However, resolution increases with frequency and

video-speed imaging (frame rate of 10s of Hz vs 0.1 Hz) is possible with G-band based SAR

systems. The output power levels needed to reach minimum signal-to-noise-ratios (SNR)

for a G-band SAR in airborne applications is ≈ 50 W, and this was part of the original

motivation for the work done in this chapter [84].

The key to these applications is in the development of high performance active and passive MMIC

technology.

4.2 HRL T4 GaN-on-SiC Process and Device Characteristics

This section describes the relevant features of the HRL T4 GaN-on-SiC process as they apply

to millimeter-wave PA design. 1 The remainder of this chapter covers the passive and active

technology used in the HRL T4 process, and details the design methodology and measured results

of a 3-stage, 8-way power combined PA operating at 235 GHz.

4.2.1 Passive Technology

The passive technology used in this design includes transmission lines, through-substrate-vias,

TaN thin film resistors and SiN MIM capacitors used to provide matching, signal routing, and DC

supply and bias connections. An overview of these components and the basics of their fabrication

is given in the introduction chapter. The key to the passive technology used in HRL’s T4 process

is based on Cu damascene metalization which allows for low-loss, high-power and high-current

handling interconnects [4]. Cu damascene metalization is widely used in the Si semiconductor

industry [85], [86], yet not common in III-V processes. The widespread use of Ti/Au metallization

in III-V processes instead of Cu damascene metallization is due to concerns about Cu diffusion

(contamination) into the epitaxial layers [4]. A simplified example cross-section showing various

interconnects is given in Fig. 4.2. MMIC processes are often defined by the number of metal layers

and in the example of Fig. 4.2 it is seen that the process has four metal layers, M0-M3. Also

1 All details given are obtained from material that is publicly available. [4], [8], [7]
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shown is the BCB layer that supports the M2 airbridge and protects the GaN devices, and the

SiC dielectric substrate which the active and passive devices and transmissions lines are deposited

on. Dry-etching of the BCB layer and the use of CMP (chemical-mechanical-polishing) instead of

etching results in the ability to construct high-aspect ratio, well-defined rectangular metal traces, as

desired in microstrip and CPW designs. The performance of the Cu damascene process is superior

to the sometimes under-etched metal traces formed from the photoresist liftoff process [6].

Figure 4.2: Cross-section view of CMP Cu interconnects combined with GaN-on-SiC MMIC tech-

nology. Source: [4]

(a) (b)

Figure 4.3: a) An example of a CPW line fabricated in a Cu damascene process on Si. The profile

of the traces is vertically uniform. (b) The non-uniform vertical profile of a microstrip metal trace

that has been developed with a photoresist liftoff process [5], [6]

.
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4.2.2 Active Technology and Device Characteristics

The active technology, combined with the previously described passive technology is what

allows the HRL T4 process to achieve fT > 300 GHz performance with GaN technology. Shown

in Fig. 4.4 are the recent developments in transistor architecture scaling that allows for devices

with fT > 300 GHz. The previous GaN process technology at HRL, the T3 process, with devices

represented by Gen-I in Fig. 4.4, used a traditional electron-beam (e-beam) T-gate metal lift-off

fabrication process with a large 1.1µm source-drain separation [8]. Higher frequency performance

(W-band and higher) was achieved by simultaneously scaling the device gate length and epitaxial-

layer stack up from larger geometries. In Gen-II and -III a higher fT and fmax were achieved

by reducing the source-drain separation from 1µm to 100 nm and use of a self-aligned 40 nm gate

fabrication process [7]. The gate length was also reduced to 40 nm to increase electron velocity.

Last in Gen-IV, the self-aligned gate process in Gen-II and -III was modified to control the Lgs and

Lgd independently. Gen-IV devices are what was used in the design of the 3-stage, 8-way combined

PA, and the X-band Class-E amplifiers in chapter 2. This process has a fmax = 517 GHz, a NFmin

= 0.8 dB (noise-figure-minimum) at 50 GHz, and an increased Vbreakdown compared to Gen-II and

Gen-III devices [8]. The gate length was also scaled further in Gen-IV to 20 nm and is shown in

Fig. 4.5.
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Figure 4.4: The various generations of transistor technology scaling at HRL. The current work was

performed with Gen-IV technology. Source: [7]

Figure 4.5: SEM photograph of HRL’s Generation-IV T-gate. The gate length is 20 nm and

the asymmetric-self-aligned gate fabrication process allows for a Lgs = 20 nm and Lgd = 90 nm.

Source: [8]
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4.3 Design

The design of the 3-stage and 4-stage 8-way combined PAs is detailed in this section. The

design of a MMIC PA starts with the process transistor models. Linear and non-linear simulations

with a foundry transistor model provide all of the important parameters for the design, assuming

low-loss interconnect and passive technology is available. In this work, a specific maximum output

power was not defined but based on the work summarized earlier in this chapter, and the potential

uses for 235 GHz amplifiers, meeting or exceeding the current state-of-the-art was the goal. The

current state-of-the-art at the time this project began was approximately 100 mW at 235 GHz and

this was the initial goal [17]. The first step in designing a MMIC PA is to select a transistor

geometry that will serve as the unit cell, the fundamental device for subsequent power combining.

A useful parameter for determining the correct device size to use in a PA is Gmax, defined for

two-port networks as:

Gmax =

∣∣∣∣S21

S12

∣∣∣∣ (K −√K2 − 1) (4.1)

where K = 1−(|S11|)2−|S22|2+|∆|2
2|S12S21| . A more in-depth discussion of the K factor and stability is given

in chapter 5. A plot of Gmax and K for the 4x20µm and 4x100µm device is shown in Figs. 4.6 and

4.7, as these represent a small and large device. The Gmax plots show that the smaller 4x20µm

device still has gain at 235 GHz and the 4x100µm transistor does not. The fact that devices with

smaller channel lengths have greater high frequency gain is well known and therefore a 4x20µm

device was chosen as the unit cell for this design. One other important feature of the Gmax plots

is the discontinuity shown at 447 GHz in Fig. 4.6. This discontinuity is where K > 1, meaning the

region of lower frequency before the discontinuity will have more gain yet is not unconditionally

stable. The 4x20µm device will be unconditionally stable when operated past the discontinuity, yet

gain is low or sometimes below zero dB. The Gmax plot of the 4x100µm device shows an interesting

shape; there are two distinct discontinuities. These discontinuities again correspond to where K > 1

(unconditional stability) meaning the device has a high-frequency region where it can oscillate. It is

suggested that long device channels (100µm) are not electrically short and at some bias conditions
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could act as a feedback path or resonator.

Figure 4.6: Gmax (black) and K (blue dashed) for the 4x20µm device. The discontinuity at

approximately 447 GHz corresponds to where K > 1.

Figure 4.7: Gmax (black) and K (blue dashed) for the 4x100µm device. The discontinuities at ap-

proximately 278 and 447 GHz correspond to where K > 1. This device has a limited unconditionally

stable region between the two frequency points.
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Shown in Fig. 4.8a is the load and source pull simulation setup using the 4x20µm device.

Gain, output power and PAE of a single 4x20µm transistor was simulated and output power was

maximized at this stage. The optimal combination of maximum output power and device gain

was achieved with ΓS = 0.821 ∠ -174 ◦ and ΓL = 0.776 ∠ 151 ◦, resulting in an output power of

11.3 dBm and a large-signal gain of approximately 3.4 dB, with a drain supply voltage of 4 V and

a gate bias voltage of -0.2 V.

(a) (b)

Figure 4.8: (a) Single 4x20µm device load and source pull simulation setup. (b) The output power

contours on the Smith chart show the optimal load impedance for maximum power.

In [1], a procedure is used to convert the load and source pull reflection coefficients into equivalent

gate and drain impedances. Analysis of load pull data in [1] shows that transistor drain behavior

more closely follows a parallel RC network than a series network. To convert the equivalent gate

and drain impedances into a parallel RC network, Eqn. 4.2 is used.

Y ∗L =
1

Z∗L
=

1

Rp
+ jωC (4.2)

where Rp is the equivalent real part of the impedance in parallel. By use of Eqn. 4.2, the ΓS and

ΓL found from the simulated load pull result in an equivalent gate and drain impedance of Zgate =
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R + jX = 9.79 Ω + 4.05 pH and Zdrain = R + jX = 27.5 Ω + 53 pF. The networks that model the

transistor gate and drain in the rest of the design are shown in Fig. 4.9.

Figure 4.9: The optimal gain and output power equivalent gate and drain models for the 4x20µm

device. The gate behaves slightly inductive and the aggressive scaling of the transistor geometry

results in a very low (53 fF) equivalent drain output capacitance.

4.3.1 On-chip Power Combining with Even Odd Mode Analysis

As is common in many MMIC PAs and can be seen here, the output power of an individual

transistor is not great enough for the desired application, and power combining must be used. To

get to 100 mW with the above device and a binary combiner (ntransistors = 2, 4, 8, 16 etc) requires

8 transistors (11.37 dBm = 13.7 mW, 8x13.7 mW = 109.7 mW). Binary power combiners in MMIC

PAs are widely used. The reason to combine smaller unit cell transistors instead of utilizing large

periphery multi-finger transistors has already been explained. Power combiners can introduce new

modes of operation not possible with single device power amplifiers. To avoid these new unwanted

modes, binary structures are typically used as they imply basic inherent symmetry. The output

section of the 8-way combined PA is shown in Fig. 4.10 with resulting half and quarter plane

symmetry sections.
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Figure 4.10: The 8-way combiner and half and quarter symmetrical sections. The half and quarter

symmetrical networks are analyzed for odd mode instabilities.

The method used to analyze and design the input power splitter and output power combiner is

based on decomposition of a symmetric network into even and odd mode components, illustrated in

Fig. 4.10. The even mode represents the power combiner in a way that S-parameters of the network

do not, with all transistors driven equally in magnitude. The odd mode represents undesired modes

of operation, the scenario where one or more transistors load the others. The odd mode circuit

is generated solely to detect instabilities that often arise in power combiners. To facilitate this

decomposition, the network must first be symmetrical and any ports that lie on the various planes
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of symmetry must be duplicated in parallel with their port impedances doubled. The port numbers

shown in Fig. 4.10 are arranged where either the transistors (ports 1-4 and 6-9) or the output port

(ports 5 and 10) would be. They are numbered in a way that allows for subsequent symmetrical

network sections to be analyzed as in [87]. Ports 5 and 10 are duplicate ports with impedance 2Z0.

arranged in parallel, connected by a short circuit. The half and quarter plane symmetric circuits

shown in Fig. 4.10 represent odd modes of operation in the PA that must be analyzed for potential

instabilities.

With the complete S-parameters of the 8-way combiner network denoted as Si,j , the even

and odd mode S-parameters, SEi,j or SOi,j , are described as:

SEi,j = Si,j + Si,n+j (4.3)

SOi,j = Si,j − Si,n+j (4.4)

where n is the order of the resulting even or odd mode network, for an 8-way combiner that has 10

ports, n = 5. For the 8-way combiner as shown in Fig. 4.10, the even and odd mode S-parameters

are expressed as:

SE =



S11 + S16 S12 + S17 S13 + S18 S14 + S19 S15 + S110

S21 + S26 S22 + S27 S23 + S28 S24 + S29 S25 + S210

S31 + S36 S32 + S37 S33 + S38 S34 + S39 S35 + S310

S41 + S46 S42 + S47 S43 + S48 S44 + S49 S45 + S410

S51 + S56 S52 + S57 S53 + S58 S54 + S59 S55 + S510


(4.5)

SO =



S11 − S16 S12 − S17 S13 − S18 S14 − S19 S15 − S110

S21 − S26 S22 − S27 S23 − S28 S24 − S29 S25 − S210

S31 − S36 S32 − S37 S33 − S38 S34 − S39 S35 − S310

S41 − S46 S42 − S47 S43 − S48 S44 − S49 S45 − S410

S51 − S56 S52 − S57 S53 − S58 S54 − S59 S55 − S510


(4.6)
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The even and odd mode S-parameters now describe a 5-port network with either a virtual open at

the plane of symmetry (even mode) or a virtual ground at the plane of symmetry (odd mode). The

response of the even mode circuit is the ideal response of the power combiner, it represents how

well the network will function as a balanced combiner. The reflection coefficient, Γ, at each device

port, i, in the even mode circuit is given by Eqn. 4.7

Γi = SEi1 + SEi2 + SEi3 + SEi4 (4.7)

The total combiner loss, the loss of the combiner network when all device ports are energized, is

given by Eqn. 4.8:

combiner loss =
SE51 + SE52 + SE53 + SE54√

4
(4.8)

A plot of the simulated even mode S-parameters for the half-plane 5-port network, shown in

Fig. 4.10, is shown in Fig. 4.11. The various odd mode networks are analyzed with the stabil-

ity analysis technique described in chapter 5 by applying the even odd mode decomposition to each

symmetrical network section.

Figure 4.11: Simulated 8-way combiner S-parameters with even mode excitation. The results are

from an EM simulation of the entire combiner. The loss mid-band is 2.1 dB.
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4.3.2 Design Features

The main features of the PA design excluding the 8-way power splitter and combiner are

detailed here. The bias tee which provides gate bias and drain supply to the transistors is shown

in Fig. 4.12a. This structure utilizes a λ/4 transformer from the drain-gate line to two shunt

capacitors. The two small shunt capacitors are a short at 235 GHz and this is transformed to an

open at the drain-gate line. This serves two purposes: first to ensure that no RF signal is lost to

the DC supplies, second, to allow the electrically and physically-large bypass capacitors at the DC

pads to be arbitrary in size and position. Without the λ/4 transformer, the size and position of

the components on the DC side of the bias tee would be critical and unwieldy because the blocking

capacitor and DC pad are electrically large at these frequencies and their effects would have to

be compensated for. A schematic of the bias tee structure is shown in Fig. 4.12b to illustrate the

previous discussion.

(a) (b)

Figure 4.12: (a) The bias tee structure used in the MMIC PA design. The small shunt capacitors

(red hatch pattern over M1) are a quarter-wave from the interstage connecting lines. The series

resistor (cyan) is for stability. (b) The schematic view of the bias tee structure.
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The air bridges formed by M2 to ensure equipotential ground around the lines can also be

used as tuning elements. In Fig. 4.13a, the air bridges across the output of the transistors in the

output combiner are tuned by moving them closer to or further from the transistor to help resonate

out the reactance of the transistor and transmission lines. The air bridge can be modeled as a pair

of 4.5 fF shunt capacitors that are a length L1 from the transistor drain and L2 from the output

port. A plot of the input impedance of the network from the drain connection in Fig. 4.13a is shown

for different lengths L1 = 50 to 200µm in Fig. 4.14.

(a) (b)

Figure 4.13: a) The layout view of multiple air bridges at CPW line bends and discontinuities. b)

The circuit schematic for the air bridge. C ≈ 4.5 fF and this can be a minor tuning element in the

design process.
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Figure 4.14: The input impedance of the air bridge network with increasing length L1. The total

length of L1 + L2 is kept constant and L1 ranges from 50 to 200µm in 50µm steps.

Last, to help stabilize the PA, staggered parallel RC networks were added in series with each

transistor gate as shown in Fig. 4.15a.

(a) (b)

Figure 4.15: a) The layout view of the parallel RC network in series with the transistor gate. b)

The circuit schematic of the parallel RC network. R = 54.6 Ω and C = 42.2 fF.
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Figure 4.16: Impedance plot of the parallel RC stability network at each device gate. The impedance

of the network (pink) is the parallel summation of the capacitor (blue) and the resistor (brown).

The response of the network is the inversion of the impedance plot shown and acts as a high-pass

filter.

This is a common preventative stability practice for power combined PAs. The break frequency of

a simple RC filter is given by:

f0 =
1

2πRC
(4.9)

and the plot of Zin for the parallel RC network is shown in Fig. 4.16 by adding the impedance of

the resistor and capacitor in parallel. This network acts as a high-pass filter and helps to reduce

low-frequency gain in the overall passband. The use of these filters at each gate and at each stage

improves the rejection of low-frequency signal propagation. The distance of the RC network from

each transistor in a given stage was kept constant but the network was moved closer or further

from the transistor gate in different stages to tune the amplifier.

Shown in Fig. 4.17 is the simulated |S11| dB and |S21|dB for the 4-stage amplifier with the

PDK nonlinear transistor model. The simulation was performed with 10 dBm input power and

shows 10 dB large signal gain and an output power > 20 dBm.
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Figure 4.17: The |S11| dB (brown) and |S21| dB (blue) for the 4-stage amplifier with the 4x20µm

nonlinear model. There is significant gain at lower frequencies. For a 10 dBm input power, the

simulation shows > 20 dBm output power and 10 dB large signal gain.

4.3.3 Transition to WR 4.3 Rectangular Waveguide

Typical packaging solutions for MMICs usually include off-chip alumina, quartz thin film

microstrip or CPW-to-waveguide transitions. These separate passive elements are expensive to

fabricate and require wirebonding to connect to the MMIC. As an alternative to this approach,

on-chip transitions can be incorporated into the MMIC design and couple directly to the waveguide.

For the second version of the MMIC PA, a dipole CPW-to-waveguide transition was designed. The

orientation of the dipole probe allows the MMIC to be inserted into the WR4.3 waveguide as shown

in Fig. 4.18a. Because the chip is larger than the waveguide aperture, the final diced MMIC will

have the notched profile as in Fig. 4.21. The simulated S-parameters of the transition are shown in

Fig. 4.19. The simulated |S21| of the probe is 0.6 dB and the input match is < -12 dB from 220 to

250 GHz, which greatly exceeds the bandwidth of the PA.
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(a) (b)

Figure 4.18: a) Simulation view of the dipole probe for CPW-to-waveguide transition. b) Detail of

the dipole transition. The dipole is approximately 1λ at 235 GHz.

Figure 4.19: S-parameters of the CPW-to-waveguide transition. |S21| dB is in green and |S11| dB

in red.
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The final layout for the 8-way power combined 3-stage and 8-way power combined 4-stage PAs are

shown in Figs. 4.20, 4.21.

Figure 4.20: Layout view of the 3-stage 8-way combined PA. The MMIC dimensions are

2.2x1.65 mm2.

Figure 4.21: Detailed layout view of the 4-stage 8-way combined PA with CPW-to-waveguide

transitions on input and output. The MMIC dimensions are 4.4x1.8 mm2.
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4.4 Measurements and Conclusion

The microphotograph of the fabricated 3-stage 8-way combined PA is shown in Fig. 4.22.

Measurements of the PA S-parameters were performed at HRL with WR4.3 waveguide probes and

VDI, Inc. WR4.3-VNAX frequency extenders. Due to the high frequency of operation, a maximum

input power of -6 dBm was used and the measurements represent small signal operation.

Figure 4.22: Microphotograph of the fabricated 3-stage, 8-way combined MMIC PA. The MMIC

dimensions are 2.2x1.65 mm2.

The S-parameters of two copies of the PA is are shown in Fig. 4.23a and 4.23b. Measurements

across wafers and between other wafers showed good agreement but the fT of the 4x20µm device

was lower than predicted by the model. The |S11| shape and magnitude in the measured results

matches the simulated performance but the amplifier gain is much lower. Shown in Fig. 4.24 is

the simulated EM networks cascaded with the measured S-parameters of the 4x20µm device. The

gain in this simulation is not low as in the measured results but a large spike in |S11| at 78 GHz is

predictive of an oscillation. Because of the use of waveguide probes in the measurement, it is not

possible to measure or prove this oscillation.
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Figure 4.23: Measured |S11| dB and |S21| dB for the 3-stage, 8-way combined PA. |S11| is shown in

dashed lines.

Figure 4.24: The |S11| dB (brown) and |S21| dB (blue) for the 4-stage amplifier with the 4x20µm

S-parameters. There is a significant positive |S11| at 78 GHz and this is indicative of an out of band

oscillation.
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4.5 Contributions from This Chapter

The specific contributions to the field from this chapter are as follows:

• Demonstrated analysis and design of a 235 GHz GaN power combined PA in CPW.

• Demonstrated power combiner analysis technique using even-odd mode decomposition in a

8-way power combiner. This technique is also compatible with the dual-injection stability

analysis to detect odd-modes of oscillation in power combiners.
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Stability Analysis in Microwave Circuits
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5.1 Introduction to Stability Analysis in Microwave Circuits

Results from the previous chapters have shown the importance of ensuring microwave am-

plifier stability, yet a reliable analysis is not well known to most designers. Circuit stability is

especially important for single-stage, multistage, and power combined MMIC PAs as fabrication is

expensive and the circuits are difficult or often impossible to modify. The drive for higher power,

efficiency, and operating frequency, while maintaining or improving linearity in solid state trans-

mitters has resulted in increased design complexity at the MMIC level, adding to the difficulty of

stability analysis. A simplified typical MMIC design flow is shown in Fig. 5.1. The arrow in the
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reverse direction signifies the iterative process that is encountered in simulation and design, and

shows where the proposed stability analysis technique developed in this chapter is performed.

Determine device 

periphery 
Design input/

output networks

Verify performance

Specifications

iterations of design + stability analysis

TL models and

EM simulation

linear and nonlinear 

models

Figure 5.1: Typical MMIC PA design flow. The boxes represent a step in the process with the

additional text representing what tools and methods are used to achieve the step.

In the traditional analysis of amplifier stability, most circuit designers resort to linear techniques

implemented in standard circuit simulators, such as the well known K -factor [88]. Other techniques

are essentially small-signal approaches that are modified or adjusted by designers to attempt to

make them suitable for nonlinear and multistage designs [89–93]. These techniques are widely used

despite the fact that multiple sources in the literature highlight their pitfalls, with experimental

validation [94], [90]. A concise summary of the necessary conditions for validity regarding these

modified small-signal approaches is given in [95].

The most commonly accepted and utilized approach by microwave amplifier designers seems

to be to inject an ideal voltage or current source somewhere in the circuit and analyze the return

ratio, similar to classical loop gain analysis introduced in [96]. An expression for the loop transfer

function is then approximated and sometimes further analyzed using numerical methods and/or

pole zero cancellation [97–101]. One of these methods is implemented in a commercial tool [102,103]

and is gaining popularity despite being a proprietary and expensive software package. A widely

used technique is detailed in [90] and [9], and a two-transistor ring oscillator is analyzed both with
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K -factor and the introduced method, the normalized determinant function (NDF). The example

from [9] is shown below as an introduction to multiple-transistor stability analysis and to highlight

the problems in using the K -factor.

As described in [88] and used in popular circuit simulation software, the necessary and suffi-

cient conditions for unconditional stability in a two-port network are that K > 1 and B1 > 0 where

K and B1 are defined as:

K =
1− (|S11|)2 − |S22|2 + |∆|2

2|S12S21|
(5.1)

B1 = 1 + (|S11|)2 − |S22|2 − |∆|2 (5.2)

and ∆ = S11S22 − S12S21. The K -factor analysis is not complete because it fails when the circuit

contains poles with positive real parts. As proposed in [90], the proper stability criterion regarding

the K -factor is that stable networks without poles in the right half plane (RHP) will remain stable

if K > 1 and B1 > 0, regardless of loading on the input and output ports. The proposed stability

criterion for the K -factor technique limits its use for microwave amplifiers. To further explore this

idea, the test circuit in Fig. 5.2 is analyzed with both K -factor and the normalized determinant

function (NDF). The test circuit is a two-transistor ring oscillator and is either stable or unstable

depending on source and load parameter values. The devices have different transconductances, gm1,

gm2, because they are discrete devices. However, the determinant of the y-matrix of the network

is solved directly and reveals two complex poles in the RHP. Since the location of these poles is

known analytically for the simple test circuit, the NDF and the K -factor methods are validated by

applying the Nyquist stability criterion on the known transfer function. The NDF is defined as:

NDF =
∆(s)

∆0(s)
(5.3)

where ∆(s) is the determinant of the circuit being analyzed and ∆0(s) is the determinant of the

same circuit with all dependent sources set to zero. The circuit is stable if the NDF encircles

the origin of the polar plot more times clockwise than counterclockwise. For simple circuits like

the one in Fig. 5.2, encirclement of the origin indicates instability. In Figs. 5.3a - 5.6a the NDF is
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plotted from 0.1 to 100 GHz for various circuit parameters, given in Table 5.1. The NDF is plotted

over a large frequency range to demonstrate the general behavior of the function. The test circuit

oscillates at approximately 1.4 GHz and the K-factor plots are detailed in that range.

R2 R2

IS Ls RS LL RL

L1
R1 gm1V1

C1

Cf

L1
R1gm2V2

C1

Cf

V1

V2

+

-

+

-

Figure 5.2: Two-transistor ring oscillator in [9]. Components with fixed values: R1 = 10 Ω, L1 =

560 pH, gm1 = 500 mS, gm2 = 400 mS, Cf = 0.1 pF, C1 = 16 pF.

Table 5.1: Ring Oscillator Circuit Parameters

Case Rs (Ω) Ls (pH) RL (Ω) LL (pH) R2 (Ω)

I 50 0 50 5 50
II 50 0 50 5 5
III 6.666 500 10 1250 5
IV 20 500 10 1250 5
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(a)

(b)

Figure 5.3: (a) Polar plot of the NDF for case I from Table 5.1. (b) K (blue-square) and B1 (pink)

for case I. The NDF correctly predicts instability and the K -factor incorrectly predicts stable

behavior.

(a)

(b)

Figure 5.4: (a) Polar plot of the NDF for case II in Table 5.1. (b) K (blue-square) and B1 (pink)

for case II. The NDF correctly predicts instability and the K -factor correctly predicts unstable

behavior.



95

(a)

(b)

Figure 5.5: (a) Polar plot of the NDF for case III (b) K (blue-square) and B1 (pink) for case III.

The NDF correctly predicts instability and the K -factor correctly predicts unstable behavior.

(a)

(b)

Figure 5.6: (a) Polar plot of the NDF for case IV (b) K (blue-square) and B1 (pink) for case IV.

The NDF correctly predicts stability and the K -factor incorrectly predicts unstable behavior.

In cases I, II and III from Table 5.1, the circuit is unstable and the NDF predicts this by encircling

the origin. In case IV, the circuit is stable and the NDF predicts this with no encirclement of the

origin. In contrast, the K -factor has varied results. In case I, the K -factor incorrectly predicts no
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oscillation and in case IV incorrectly predicts oscillation. False positives are an acceptable problem

in this type of analysis but false negatives are not. While it is shown above that the NDF can

predict oscillatory behavior, there are several limitations. First, the definition of the NDF requires

the network to be analyzed by setting the dependent sources to zero in the ∆0(s) determinant,

which is not possible with black box large signal transistor models. Small signal transistor models

that are proprietary will also not allow access to the dependent sources in the equivalent circuit.

Second, the NDF analysis requires calculations of the determinant of very large networks in power

combined and multi-transistor circuits. The authors of [90] propose a reduced form of the NDF

that allows for complex circuits with multiple dependent sources to be analyzed by reducing the

networks. This method still requires knowledge of the equivalent circuit that is not normally known

in microwave or MMIC design. A technique that does not contain these limitations and that can

be easily implemented in modern circuit simulators as part of the design process is the topic of the

remainder of this chapter.

5.2 A General Technique for Stability Analysis of Microwave PAs

The stability analysis technique presented in this chapter is based on the technique of double

null injection from [104] and [105], which is an extension of the initial work by the same author

in [96]. The General Feedback Theorem (GFT) in [105] is based around a linear network model

as shown in Fig. 5.7. Ui and Uo are the input and output signals (either current or voltage),

respectively, of the network. The injection point, somewhere inside the network, is represented

by the summing junction with Uz being the injected signal. Upon injection of Uz, two dependent

signals, Uy and Ux are generated.
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Figure 5.7: (a) Network diagram with injection source. (b) Injection source template used in this

paper. Uz will be Vz or Iz for voltage or current injection, respectively.

From the diagram and injection source template in Fig. 5.7, and assuming x1, x2 and y1, y2 are

arbitrary constants that describe the linear network, several governing equations can be written as

follows:

Uz = Ux + Uy (5.4)

Uy = y1Ui + y2Uz (5.5)

Ux = − y1Ui + (1− y2)Uz (5.6)

Uo = x1Ui + x2Uz (5.7)

By using (1-4) and nulling each signal in Fig. 5.7 in turn one obtains five auxiliary equations:

A =
Uo
Ui

∣∣∣∣
Uz=0

= x1 (5.8)

B =
Uy
Ux

∣∣∣∣
Ui=0

=
y2

1− y2
(5.9)

C =
Uo
Ui

∣∣∣∣
Uy=0

= x1 − x2
y1

y2
(5.10)

D =
Uo
Ui

∣∣∣∣
Ux=0

= x1 + x2
y1

1− y2
(5.11)

E =
Uy
Ux

∣∣∣∣
Uo=0

=
x1y2 − x2y1

x1 − (x1y2 − x2y1)
(5.12)

Equation (5.8) can be rewritten in terms of (5.9) - (5.12) as:

A = C
B

1 +B
+D

1

1 +B
(5.13)
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The general result of (5.13) is the basis for the feedback analysis used in this work. When the error

signal summing point is selected as the injection point, (5.13) represents the closed-loop system

transfer function. Other system quantities, the loop gain (5.9), ideal forward gain (5.10), direct

forward transmission function (5.11), and null loop gain (5.12), to be defined, also follow from this

choice of injection point. It is important to clarify two concepts here. First, the analysis is linear

under the assumptions that it is performed under large signal excitation and that the injected signal

is small enough in magnitude as to not disturb the nonlinear operating point. This weak-nonlinear

assumption is valid for a wide range of designs that operate in the Class A - Class B region. Second,

the choice of injection point is important because secondary loops that do not represent the main

feedback path or mechanism do not predict circuit stability.

In modern circuit simulators, the node voltages or loop currents may not be readily known and

in harmonic balance (HB) analysis, there is no simple way to enforce the nulling conditions required

to obtain (5.8) - (5.12). An insightful solution to this issue in time-domain circuit simulators is

partially described in an unpublished tutorial found in [106] and is here expanded and adapted for

use in HB type circuit simulators. The key to this analysis is to perform three simulations of the

circuit under test with different small-signal source states while retaining large-signal excitation,

and therefore circuit operation, from a different source, as stated earlier. The voltage and current

harmonic components are then measured at the appropriate nodes in the circuit. These voltage and

current harmonic components contain the magnitude and phase information of selected harmonics

and are used in conjunction with the RF input source magnitude and phase information to form

the first and second order transfer functions. For the first simulation, Vz is enabled, Ui is disabled

and Iz is disabled. This first simulation and the necessary other two are described below:

Simulation 1 : Vz = 1, Ui = 0, Iz = 0

Simulation 2 : Ui = 1, Vz = 0, Iz = 0

Simulation 3 : Iz = 1, Ui = 0, Vz = 0

To obtain a result for (5.10), the Uy signal (Vy or Iy) must be set to zero. For the injection source
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of Fig. 5.7, there are two y-signal components, Vy and Iy, and from superposition can be written

as:

Vy = αVy1 + βVy3 + Vy2 (5.14)

Iy = αIy1 + βIy3 + Iy2 (5.15)

where the y1, y2 or y3 subscripts correspond to simulation states 1, 2 or 3, respectively, and α and

β are again arbitrary constants that describe the network. The α and β values will be manipulated

to enforce the necessary conditions of (5.10), Uy = 0 and by extension, Vy and Iy = 0. Solving the

system of equations shown in (5.14) and (5.15) gives:

α =
Vy3Iy2 − Vy2Iy3

Vy1Iy3 − Vy3Iy1
(5.16)

β =
Vy1Iy1 − Vy1Iy2

Vy1Iy3 − Vy3Iy1
(5.17)

Equation (5.10) can now be evaluated by summing the responses of the network with no injection,

current injection only and the voltage injection only as shown below,

C =
Uo
Ui

∣∣∣∣
Uy=0

= Vout2 + αVout3 + βVout1 (5.18)

By further use of (5.8) - (5.11), similar systems of equations are created and solved. The primary

equation of interest for this work is (5.9), the loop gain, with (5.10) and (5.12) used to validate the

simulation.

After the loop gain transfer function is synthesized, the magnitude and phase results are

plotted and Nyquist criterion is applied [107]. (1 ∠ 180 ◦) crossings are points of potential insta-

bilities but the designer must decide how close to these crossings is acceptable. Transfer function

analysis using Nyquist stability criterion is traditionally plotted in a polar fashion but it is more

intuitive here to plot the loop gain responses in a rectangular format over frequency and output

power. In this paper, the criterion for a potential instability is the loop gain magnitude exceeding

0 dB with the phase crossing 180 ◦. Pole zero identification is not used in this work because an

analytic expression for the transfer function would be a further approximation. Because Nyquist
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stability criterion is essentially a mathematical test that finds if poles of the transfer function lie

in the right half plane, the final analysis results of this technique and methods that synthesize a

polynomial transfer function are similar.

5.2.1 Comparison to Single-Injection Analysis

Widely used stability analysis techniques described in the literature rely on single-injection

voltage or current test sources, and here the dual-injection method is compared to a current injection

test. A typical setup for each type of single injection is shown in Fig. 5.8 with Vz or Iz being the

injection source, Zs the source impedance and Z1 and Z2 the impedances of the equivalent networks

to the left and right of the injection location, respectively. There are two important conditions

for the single injection technique, first that the injection point resides inside the feedback loop,

and second that the injection does not significantly change the impedances seen on either side of

the injection location. A good summary of the impedance relationship between Z1(f) and Z2(f)

necessary at the injection point and other practical issues is given in [108] and states that for

current injection Z1(f)� Z2(f) and for voltage injection Z1(f)� Z2(f). The problem of ensuring

that the injection source is located inside the feedback loop is solved by selecting multiple injection

sites and performing the analysis multiple times while monitoring the response, this approach

is recommended by the authors of [102]. The second condition, the impedance relationship, is

more difficult to enforce because the impedances change over frequency and input drive level in an

unknown way. Furthermore, there is no clear indication when the injection point, and by extension

the stability analysis, is incorrect.
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Z1(f) Z2(f)

VZ

Zs(f)-+

(a)

Zs(f)Z1(f) Z1(f)Z2(f)IZ

(b)

Figure 5.8: Single source injection schemes, (a) voltage injection and (b) current injection. The

impedances to the left and right of the injection location are frequency and possibly input drive

dependent.

An example of this problem is given in Fig. 5.9. This FET model is similar to a GaN HEMT

model described in [1], and the same element values are used for simulation. The model is first

analyzed without Ri and the CGD and CGS capacitors.

LG RG RD LD

Rs

Ls

CDSVGS

_

+
gmVGSe

jωt

RGS

RGD

RDS

CGD

ZG

ZS

ZDS

ZD

CGS

Ri
ZGS RL

X

Figure 5.9: Small signal HEMT model with lead parasitics, CGD and CGS and parasitic paths

RGS , RGD and RDS . The current source injection location is at the node connecting RGD to RGS ,

marked with a red X. The simulation is performed first without and later including CGD, CGS , and

Ri.

The loop gain magnitude (Fig. 5.10a) and phase (Fig. 5.10b) are shown in solid lines for the single
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and dual-injection case and show close agreement. The impedance relationship between Z1(f) and

Z2(f) is shown in the top half of Fig. 5.11 and shows that for current injection at the selected

injection location, Z1(f) � Z2(f), predicting accurate results. The network response with the

addition of parasitics CGD, CGS and Ri is analyzed next. These capacitors and the parasitic

resistance alter the impedance relationship at the injection location as shown in the bottom half of

Fig. 5.11.
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Figure 5.10: Loop gain magnitude (a) and phase (b) for single and dual-injection with CGD, CGS ,

and Ri (dashed line) and without (solid line).
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Figure 5.11: Impedance relationship for the FET model without (top) and with CGD, CGS , and Ri,

(bottom) of the left (Z1) and right (Z2) networks at the injection plane for single current source

injection.

The FET model with CGD, CGS and Ri is analyzed at the same injection location and the

resulting loop gain and phase for single injection and dual-injection is shown in Fig. 5.10a and

5.10b. The loop gain magnitude and phase deviation between single and dual-injection for this

circuit is now > 12 dB with more than 50 degrees. These results show that the single injection

and dual-injection techniques diverge but do not prove that dual-injection is correct. To show that

the dual-injection loop gain results are correct, it is useful to look at some of the other transfer

functions resulting from (5.8) - (5.12) and interpret their meaning.

Consider the network of Fig. 5.12 as an alternative to the classical feedback structure consist-

ing of only a forward gain path and a feedback path. This network allows for a signal to travel from

input to output through the feedback network and is the general model used in [104] and [105].
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Figure 5.12: Alternative feedback model. The additional path for forward transmission is a result

of the GFT.

By use of (5.8) - (5.12), (5.13) can be rewritten as:

A = C
1 + 1

E

1 + 1
B

(5.19)

When the injected signal is placed inside the feedback loop and oriented to align Iy or Vy with

the feedback or error signal, then (5.8) - (5.13) take on the values shown in Fig. 5.12 and (5.19) is

written as:

G = G∞
1 + 1

Tn

1 + 1
T

(5.20)

Since the closed loop transfer function, G, can be determined in a straightforward way, G∞ and Tn

can be used to validate the loop gain via (5.20). The first quantity, G∞, is the ideal closed loop

gain and is determined by adjusting the injected signal to a point that the error signal fed back into

the forward gain path is nulled. By letting the source impedance ZS ⇒ 0, a simplified expression

for G∞ is obtained:

G∞ = ZDS ||Zf ·
−gmRLZGS

ZG[(RL + ZD) +
ZDSZf
ZDS+Zf

+ gmZGSZDS(ZD+RL)
ZDS+Zf

)]
(5.21)

with ZGS = RGS ||(Ri + 1
jωCGS

), ZG = jωLG + RG, ZD = jωLD + RD, ZS = jωLS + RS , ZDS =

RDS || 1
jωCDS

and Zf = RGD|| 1
jωCGD

as in the dashed boxes in Fig. 5.9.
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Without the nonlinear CGS , ZGS is orders of magnitude larger than other quantities (RGS =

70MΩ, RGD = 100 kΩ, RG ≈ RS ≈ RD ≈ 1) and by rearranging terms, a far simpler, approximate

expression is obtained:

G∞ =
−Zf

ZG + ZG
RL

(5.22)

This expression conveys the physical meaning of G∞, it is the ideal closed loop gain of the network

and similar to the well known gain expression of an inverting op-amp. In contrast, the null loop

gain, (5.12), describes the non-idealities of the network. This transfer function is:

Tn =
Zf (ZS − ZGSZDSgm)

ZGS(ZS + ZDS + ZSZDSgm) + ZSZDS
(5.23)

If ZS ⇒ 0, then the null loop gain is simply −gmZf , an expression that represents the signal path

through the gain element and back through the non-ideal forward signal path of Fig. 5.12. For Tn,

it is also interesting to look at the simplified result when ZS 6= 0 and CGS and Ri are not removed

from the model. Since ZfZS � ZfRGSZDSgm, Tn reduces to:

Tn =
−gmZf

1 + gmZS + ZS
ZGS

(5.24)

This expression shows the null loop gain accounts for the feedback behavior due to the source

impedance (negative feedback) as well as the RGD|| 1
jωCGD

signal path. By using T , Tn, and G∞

and (5.20), G is calculated and is identical to the directly-simulated closed loop transfer function

(VO/VIN ), proving that the dual-injection technique is valid with non-ideal injection locations.

5.3 Application to Single and Multiple Stage PA Stability Analysis

The goal of this work is to develop a tool that is easily implemented in existing microwave

circuit simulators to allow instability predictions in MMICs during the design process. In this

section, we present measured results from single and two-stage PA examples to test the technique.

5.3.1 Stability Example with a Commercial S-Band Amplifier

The CREE CGH40006P-TB GaN 6 W demo board shown in Fig. 5.13 is used to demonstrate

the analysis technique. The gate bias line resistance is intentionally modified to make the amplifier
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unstable. The injection point and output voltage node are chosen to be the gate and drain of

the transistor, respectively. The results do not change if the output node is the RF output port.

The transfer function, A in (5.8), is considered to be linear around a specific operating point.

Since the design does not use intentional feedback, any loop gain above 0 dB is unwanted and

may cause oscillations. The demo board is simulated from 50 to 6000 MHz in ADS to cover the

designed operating bandwidth of the amplifier. The layout and element values were taken from the

manufacturer’s datasheet and a nonlinear model was provided.

In order to introduce instabilities in a controlled way, the gate bias resistor, nominally 150 Ω,

is reduced and the resulting loop gain with values 150, 10, and 0 Ω is shown in Fig. 5.14. With 0 Ω

on the bias line, there is a phase crossing of the loop gain at -180◦ and a gain margin of merely

0.4 dB. However, if one adds a resistor of 10 Ω, there is a gain margin of 5 dB. The nominal value

of the resistor removes the peaking in the loop gain entirely with 20 dB of gain margin. To test the

simulations, the gate bias line resistor is replaced with a 0Ω resistor and the device is biased. The

gate voltage is set to the same value that would be needed for 100 mA of quiescent current with

a stable amplifier (Vg=-2.7 V). The PA oscillates as shown in Fig. 5.15 with a fundamental tone

at 686 MHz. The difference between the simulated and measured oscillation frequency is approxi-

mately 16 MHz or 2.4%. Next, the bias line resistor is replaced by a 10 Ω resistor. The amplifier

showed no signs of oscillation under any bias condition or RF input power in both simulation,

Fig. 5.14, or in measurement. The nominal 150 Ω resistor further increases the gain margin and

also shows no signs of instability.
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Figure 5.13: CREE demonstration board for the CGH40006P 6 W GaN transistor. The gate bias

resistor was removed to cause the amplifier to become unstable.
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Figure 5.14: Simulated loop gain of the demonstration board at 0 dBm input power; magnitude

(solid line) and phase (dotted line). With Rg=0 Ω, the phase passes through 180◦ at approximately

670 MHz while the amplitude is at -0.4 dB. This shows a high probability of oscillation. However,

with Rg=10 Ω, the gain margin increases to 5 dB and a 150 Ω resistor eliminates the peaking in the

loop gain.



108

Figure 5.15: Measured power spectrum of the CREE development board. The frequency of oscilla-

tion is at 686 MHz with a bias of Vg=-2.7 V and a 0 Ω resistor on the gate bias line. The amplifier

is designed to work from 500 MHz to 6 GHz and the harmonics of the oscillation are also visible at

the output.

A commercially available stability analysis program that uses single current-source injection,

AMCAD STAN [103], was utilized to validate the technique. In STAN, a large-signal harmonic

balance analysis of the nonlinear circuit is performed and then linearized around an operating point.

The resulting transfer function of the linearized circuit is expressed as:

H(s) =
vin(s)

iin(s)
(5.25)

where vin and iin are the voltage and current measured at the injection node. For power amplifier

analysis, a small-signal sinusoidal current source is connected at the transistor gate terminal to

generate the transfer function. A polynomial fit of this transfer function, H(s) is found using

frequency-domain identification algorithms, [103] and can be expressed as:

Ĥ(s) =

Nz∏
i=1

(s− zi)

Nλ∏
i=1

(s− λi)

where zi and λi are the zeros and poles of the closed loop transfer function. In general, the poles

and zeros of a transfer function are complex and the system dynamics are represented graphically
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by plotting their locations on the complex s-plane. In order for a linear system to be stable, all of

the poles of its transfer function must have negative real parts. Complex poles always appear as

conjugate pairs since they are the roots of a real polynomial. The resulting pole-zero plots of the

amplifier transfer function are shown in Figs. 5.16a and 5.16b. Right half-plane (RHP) poles appear

at 662 MHz for the case of the 0 Ω gate resistor (shown with a red cross), predicting an instability

at that frequency. A zero, marked with a blue circle, is seen in close proximity to the pole and

appears to cancel it. The inset shows that under closer inspection, however, the pole and zero

do not overlap exactly and an instability is predicted. The existence of such quasi-cancellations

requires the designer to examine the poles and zeros of the transfer function carefully. The 10 Ω gate

resistor simulation predicts no RHP poles and both cases agree with the dual-injection technique

and measured results.
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Figure 5.16: Pole-zero plots of the transfer functions of the CREE evaluation board with 0 Ω (a)

and 10 Ω (b) gate resistors. The single injection technique identifies RHP poles at 662 MHz that

are not canceled by the nearby RHP zeroes. The inset shows the quasi-cancellation.

It should be mentioned that the simulation time for the two methods is similar because while

there are three separate simulations for the dual injection technique, there is also time spent on the

analytic transfer function synthesis in STAN and the net difference in the analyses is negligible.
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5.3.2 Stability Example with a Two-stage X-Band GaN MMIC

A two-stage GaN MMIC PA using the TriQuint 150 nm GaN process described in [45] was

designed for 10 W peak power output power at 10 GHz, Fig. 5.17. The black-box nonlinear model

used for design of the MMIC was unfortunately incorrect, resulting in the fabricated chip having

unstable behavior. A stable mode of oscillation was found with the first stage gate biased at Vg1=-

3.25 V, the second stage gate at Vg2=-3.6 V, and the drain voltages at 15 V. The spectrum, Fig. 5.18,

shows an oscillation at 4.5 GHz.

Figure 5.17: X-band two-stage GaN MMIC designed for 10 W that after fabrication, was found to

be highly unstable. The chip is 4 mm × 2.3 mm. All devices are 12x100µm.

To perform the post-fabrication diagnostics and stability analysis, a new device model was

used and the circuit re-simulated in Keysight ADS. The injection node was chosen to be on the

gate of one of the second stage transistors. The output measurement node was placed on the drain

of the same transistor. As in the first example, the output measurement node could be placed on

the output of the amplifier with similar results: any odd mode oscillations would be captured by

the computed loop gain.
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Figure 5.18: Measured power spectrum of the MMIC. The frequency of oscillation is at 4.528 GHz

with a bias of Vg1=-3.25 V on the first stage and Vg2=-3.6 V on the second stage. The vertical

amplitude scale is relative because of the use of a coupler at the output of the PA.
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Figure 5.19: Simulated two-stage X-band GaN MMIC PA loop gain; magnitude (solid line) and

phase (dotted line).

The simulated loop gain is plotted in Fig. 5.19 and shows there are two 180◦ phase crossings both
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having amplitudes close to 0 dB. It is important to restate that the designer’s discretion must be

used here. The magnitude of the loop gain does not meet or exceed 0 dB yet it is close enough

to suspect potential instabilities. Using such discretion, it is evident that the simulation predicted

the 4.9 GHz oscillation 8.1% from the measured 4.5 GHz oscillation. The 9 GHz tone is a harmonic

of the 4.5 GHz oscillation. Of note, there is no measured tone at 14 GHz which is more likely to

oscillate (it is closer to encircling the 1∠180◦ point). However, the 14 GHz oscillation may be an

odd-mode oscillation: the common port (RF output) is a short for that mode and as such will not

pass RF power. In addition, the even-mode loss through the output network at 14 GHz is 20 dB

larger than the loss at 9 GHz. Both of these effects can add to give a much smaller tone power than

the noise floor measured in Fig. 5.18.
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Figure 5.20: Pole-zero plots of the transfer functions of the X-band GaN MMIC PA plotted from

(a) 1-6 GHz with 0 dBm input power and (b) 6 - 15 GHz with 8 dBm input power. Predicted

instabilities at 4.69, 4.99 GHz in (a) and 14.67 GHz in (b) are close to measured results and verified

by the dual-injection technique.

As in the S-band amplifier example, the commercially available stability analysis tool, STAN,

that uses single current-source injection was used to validate the technique. The pole-zero plots
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of the transfer function of the X-band amplifier are shown in Fig. 5.20a and 5.20b and predict

instabilities at 4.69, 4.99 and 14.67 GHz. The RHP poles at 4.69 and 4.99 GHz are close in frequency

to the predicted instability from the dual-injection technique and agree closely with the measured

results. The predicted oscillation from the RHP pole at 14.67 GHz agrees closely with the dual-

injection analysis.

5.4 Discussion and Conclusion

The technique of dual-injection is detailed and implemented in a HB circuit simulator and

applied to circuits in linear and nonlinear operating regimes. A simple two-source injection element

gives results that compare well to traditional single current injection stability analyses. The results

of the analysis are conveyed in a manner that most circuit designers are familiar with (Nyquist

criterion) for a single stage PA and a multistage X-Band PA. In both cases, measured instabilities

are predicted by simulated instabilities following Nyquist criterion.

It is interesting to note that the loop gain functions can be generated even for the passive

parts of the circuit, with the active device replaced by the dual injection network. Although this

obviously results in a different loop gain, it still contains information about the behavior of the

passive network, such as a resonance which could cause an instability. Therefore, the method can

be used for analysis of harmonically-terminated classes of PA operation such as Class-F, since the

loop gain magnitude and phase are relevant at the harmonic frequencies.

5.5 Contributions from This Chapter

The specific contributions to the field from this chapter are as follows:

• Application of dual-injection loop gain analysis to determine the stability of microwave PAs

operating in linear and nonlinear modes. Validated analysis technique with measurements

in single and multistage microwave PAs in a HB-based simulator.

• Validated new dual-injection technique with existing commercial stability analysis software.
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6.1 Introduction

This chapter covers several important topics in millimeter-wave metallic rectangular waveg-

uide assembly integration with active devices, such as passive waveguide assembly manufacturing,

active device thermal modeling, and module thermal management. First, to reduce the cost and

lead time of passive millimeter-wave waveguide assemblies, additive manufacturing (AM) is used for
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fabrication of W-band waveguide structures. Next, the thermal problems that arise in millimeter-

wave GaN MMICs are summarized, followed by a proof-of-concept thermal solution involving AM

heat pipes.

6.2 AM for Millimeter-wave Components

This section presents several millimeter-wave dominant mode metallic rectangular waveg-

uide components for W-band (75 - 110 GHz) fabricated using both direct metal laser sintering

(DMLS) and stereolithography (SLA), in aluminum, nickel and copper alloys and metal-coated

plastic (MCP). The RF performance and surface roughness are measured, and the loss due to sur-

face roughness quantified. The measured loss at 95 GHz ranges from 0.055 dB/cm for the copper-

plated plastic waveguides to 0.37 dB/cm for the nickel alloy. It is useful to think about the loss in

terms of wavelengths as well. The guided wavelength of the TE10 mode in rectangular waveguide

is given by:

λg =
λ0√

1− (f0fc )2
(6.1)

where λ0 is the free-space wavelength, f0 is the frequency of operation and fc is the lower cutoff of

the TE10 mode, given by fc = c
2a where c is the speed of light and a is the length of the broad wall

of the rectangular waveguide. The guided wavelength at 95 GHz is ≈ 4 mm, and the measured loss

per λg is 0.022 to 0.148 dB.

The motivation to study AM for microwave and millimeter-wave components is the potential

for reduced cost and weight, shorter fabrication times and the ability to fabricate assembly geome-

tries not possible with traditional split-block machining techniques [109]. AM is especially attractive

for higher frequency waveguide components where product lead times are very long. There are a

limited number of technologies that can provide conductor printing, most of them with roughness

that is considered to be too high for low loss at frequencies above V-band. Published results include

low-loss antennas and arrays in the 10-30 GHz range [110, 111], and millimeter-wave components

such as W-band filters [112, 113] using a non-commercial tool with post-processing for improved
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surface finish. Post processing is useful for finishing exterior surfaces but can become expensive.

The focus of the work presented here is to evaluate various AM fabrication techniques for W-band

WR-10 components, especially in terms of loss due to surface roughness. Results are compared

for two simple components, a 10 cm straight waveguide section and a 20 dB directional coupler,

using direct metal laser sintering and stereolithography with a variety of materials. Measured S-

parameters are used to study the loss due to material conductivity, aperture dimension variation

mismatch and surface roughness. The roughness is measured and quantified using focus-variation

microscopy (FVM).

The 10 cm straight and 20 dB coupler waveguide components, shown in Figs. 6.1, 6.2, are

designed in Ansoft HFSS and use standard UG-387 (MIL-DTL-3922/67E) flanges. Anti-cocking

flanges were used in later designs to reduce mismatch loss at the test-DUT interface. The DMLS

and SLA processes use 3D CAD models to fabricate the parts and a simplified mechanical drawing

is created to specify alignment pin and hole sizes. The fabricated components are shown in Figs. 6.3,

6.4 in a variety of metals.

Figure 6.1: Straight 10 cm WR-10 waveguide model used for AM fabrication.
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Figure 6.2: WR-10 20 dB directional coupler model used for AM fabrication.

Figure 6.3: Straight 10 cm WR-10 waveguides implemented in a variety of materials. From left to

right: metal (Cu) coated plastic (MCP), GRCop-84 (Cu), Inconel 625 (Ni), and 3 AlSi10Mg with

different laser settings.
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Figure 6.4: From left to right: WR-10 20 dB directional couplers in metal (Cu) coated plastic

(MCP) and AlSi10Mg with different laser settings.

The DMLS process uses 20-40µm metal particles that are sintered together with a 400 W

Yb laser with a focused finite spot diameter of 200µm that varies in both size and intensity with

output power. Since waveguide features at millimeter-wave frequencies are smaller than 200µm,

different laser scanning strategies are employed. Typically, laser output power, spot speed and

distance between multiple sintered lines, called hatches, are varied. In this work, two different laser

scanning strategies were employed with AlSi10Mg, one with standard settings referred to as A1

and A2 (standard settings from different manufacturers) and one with higher energy density in the

perimeter scan, referred to as A3. The trade-off in using higher energy density is reduced feature

resolution.

As shown in Fig. 6.5a, the 20 dB coupler design uses 12 identical round coupling holes in a

periodic array. The resolution of the DMLS process allows for a minimum wall thickness of 0.3 mm

and a minimum feature size of 120µm.
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1 2 3

(a)

 

2.54mm

1.27mm

(b)

Figure 6.5: a) Microphotograph of the interior of the 20 dB directional coupler after destructive

testing. White arrows show fabricated dimensions: 1) 1020µm hole diameter 2) a 818µm hole

diameter and 3) a 1433µm hole-to-hole spacing. b) Aperture dimension deviation for the Cu

waveguide. Inset is the correct WR-10 dimensions, as fabricated: 2.25 mm x 1.39 mm.

The DMLS fabricated 20 dB coupler design has a 0.508 mm hole diameter and a center-to-center

hole spacing of 1.375 mm. Because of the SLA process limitations, a second coupler was designed

with a larger hole spacing at the expense of bandwidth. All SLA results are reported for metal

coated plastic with the metal being a proprietary Cu alloy.

6.2.1 Measured Performance

RF performance and surface roughness characterization are shown in this section for the

waveguide components shown in Figs. 6.3, 6.4, fabricated in six different materials.

The RF performance was measured with an HP8510C and W85104A W-band frequency

extenders. The S-parameters of the straight 10 cm WR-10 waveguide sections, in DMLS and SLA

and with different materials, are shown in Fig. 6.6. While |S11| < -10 dB for nearly all components,

|S21| varies for each material and the best performance is observed with MCP.
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Figure 6.6: S-parameter results for the various fabricated WR-10 10 cm waveguide sections. The

calibration |S11| was < -20 dB and it is assumed the standing wave pattern is due to aperture

dimension deviation and/or imperfect flange mating.

A summary of |S21| at the center frequency is given below for the 10 cm straight waveguide sections

in various DMLS metals and the SLA metal coated plastic:

A1 A2 A3 Cu MCP

|S21| (dB) -1.61 -2.27 -1.02 -1.41 -0.55

The S-parameters of the various WR-10 20 dB couplers in Figs. 6.7, 6.8 show that the best perfor-

mance is again achieved with MCP. The DMLS AlSi10Mg couplers achieve close to 20 dB coupling

(|S31| in Fig. 6.8) but insertion loss is high (|S21| in Fig. 6.7.) The A3 AlSi10Mg sample had no

through transmission (|S21| � 0 dB) and was excluded from Figs. 6.7, 6.8.
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Figure 6.7: Measured |S11| and |S21| for the various fabricated WR-10 20 dB directional couplers.

|S11| is shown in dashed lines.

Figure 6.8: Measured coupling, |S31|, and isolation, |S41|, for the various fabricated WR-10 20 dB

directional couplers. The isolation, |S41|, is shown in dashed lines.
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Surface roughness and realizable feature resolution are the primary limitations in AM millimeter-

wave waveguide assemblies [114]. Because minimum feature resolution is often known more accu-

rately than resulting surface roughness, this work focuses on surface roughness characterization.

In [115], the spatial bandwidth limitations of FVM, an optical surface finish measurement technique,

are analyzed and a measurement protocol is introduced to greatly reduce errors in the technique.

The technique described in [115] is used in this work to characterize the surface finish of the AM

waveguide components. Shown in Figs. 6.9a, 6.9b are the microphotographs of the waveguide in-

terior surfaces taken during an FVM measurement. Shown in Figs. 6.10a and 6.10b is measured

deviation in height of the interior of the Cu (GRCop-84) and A3 AlSi10Mg waveguides. The RMS

surface roughness σ (often called Rq, RRMS or Sq) and autocorrelation length Lq (often called Sal)

are typically used to characterize the roughness of machined surfaces. The σ value is a measure of

the mean deviation of the height and the Lq value is a measure of how the deviation is distributed

laterally.

1000 µm

(a)

1000 µm

(b)

Figure 6.9: a) WR-10 GRCop-84 and b) AlSi10Mg A3 10 cm waveguide section interior surface at

200x zoom.



123

(a) (b)

Figure 6.10: a) Measured WR-10 GRCop-84 10 cm waveguide topographical color map showing ±

30µm height deviation. b) Measured WR-10 AlSi10Mg A3 10 cm waveguide topographical color

map showing ± 50µm height deviation.

In this work, common surface roughness measurement assumptions are made. The surface’s

autocovariance function (ACV) is isotropic and exponential and is modeled as:

ACV (τx, τy) = σ2e−τ/Lq (6.2)

where σ is the RMS height variation and τ is the lag or displacement and is defined as τ =
√
τ2
x + τ2

y .

Second, all height variations, σ, are assumed to follow a Gaussian distribution. Because the pro-

tocol used in the FVM measurements depends on these assumptions to produce accurate results,

it is useful to plot the normalized autocorrelation of the measured surface roughness profile, as

in Fig. 6.11. With the isotropic and exponential behavior of the surface roughness of the fabri-

cated waveguide confirmed, the autocorrelation or autocovariance and RMS surface roughness can

accurately be measured.
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Figure 6.11: Normalized autocorrelation Lq, for GRCop-84. Autocorrelation lengths Lh, horizontal,

and Lv, vertical show the computed Lq is a good fit to the ACV model before edge effects in the

FOV limit affect accuracy.

Table 6.1 shows the σ and autocorrelation length, Lq for the various components. Surface roughness

testing for the Ni alloy, Inconel 625, was not performed because the material is an extremely durable

superalloy and successful destructive testing was not possible.

Table 6.1: Summary of AM Waveguide Surface Finish Characteristics at 95 GHz

Material σ (µm) Lq (µm) αmeas (dB/cm)

AlSi10Mg A1 31.70 32.19 0.162
AlSi10Mg A2 12.90 N/A 0.227
AlSi10Mg A3 14.06 144.26 0.103

GRCop-84 12.50 60.85 0.141
Inconel 625 N/A N/A 0.369
Cu MCP 9.46 199.89 0.055
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6.2.2 Analysis and Conclusion

The study and modeling of energy loss at high frequencies due to rough surfaces has been

a topic of research interest for more than 100 years [116]. Several models have been proposed

to predict the loss due to the surface roughness of materials used in creating transmission lines,

waveguiding structures, and cavity resonators. A good summary of the commonly used models is

given in [34], some of which are listed below:

A commonly used approximation for determining loss due to surface roughness, named after

Hammerstad and Jensen, [117], was designed to fit measured data from loss on microstrip lines and

takes the form:

CSR = 1 +
2

π
arctan

(
1.4
(σ
δ

)2
)

(6.3)

where δ is the skin depth and CSR is a correction factor applied to the attenuation constant as:

αrough = αsmoothCSR. A model by Filipović and Lukić in [116] is used for predicting loss in µ-coaxial

lines and is an extension of the Hammerstad model:

CSR = 1 +
2

π
arctan

((σ
δ

)2
(

0.094
(σ
δ

)2
− 0.74

(σ
δ

)
+ 1.87

))
(6.4)

A similar approximation to Eqn. (6.3), given by Groiss, Bardi, Biro, Preis, and Richter in [118] is

used to calculate the loss in cavity resonators and takes the form:

CSR = 1 + exp

(
−
(
δ

2σ

)1.6
)

(6.5)

Eqns. (6.3), (6.4), and (6.5) predict loss due to surface roughness to saturate at 2αsmooth. A third

model by Huray et al. uses the number of nodules, modeling the surface roughness as small

snowballs, to approximate the surface roughness and resulting loss. That model takes the form of:

CSR = 1 + SR

(
1 +

δ

a
+

δ2

2a2

)−1

(6.6)

where SR is the Hall-Huray surface ratio and is given by:

SR =

j∑
i=0

Ni6πa
2
i

Asmooth
(6.7)
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where Ni is the number of snowballs of radius ai within a certain area Asmooth. The ratios for all

the snowballs, N , are summed up for the different radii, a0 to aj [34].

The approximations in Eqns. (6.5),(6.6) are used in popular EM structure simulation software,

such as HFSS. From the measured surface roughness values in Table 6.1, it is seen that the predicted

loss saturates at 2αsmooth (δCu = 0.22µm at 95 GHz, σCu = 58x106 S/m) for the Hammerstad,

Groiss, and Filipović model. The measured data from the AM waveguide components shows the

loss, shown in Table 6.1 as αmeas, near 4αsmooth, much higher than the predicted 2αsmooth. Because

of the widespread use of Eqn. 6.3 in commercial EM simulators, simulated surface roughness loss is

not accurate (predicted losses are too small) for very rough surfaces (σ � δ).

Figure 6.12: Different loss mechanisms for GRCop-84 AM waveguide. The surface roughness loss is

approximated by subtracting simulated losses (mismatch from aperture dimension deviations and

idealized Cu loss) from the measured S-parameter data. Average surface roughness loss (green) is

the moving average of the calculated approximate surface roughness loss.

As fabricated, the GRCop-84 waveguide aperture, shown in Fig. 6.5b, did not meet the specified
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dimensions of WR-10. The dimension deviation is a source of mismatch loss when connected to the

W85104A test set. In Fig. 6.12, the approximate surface roughness loss for GRCop-84 waveguide

is shown. This loss is calculated by subtracting the sum of simulated mismatch loss and simulated

loss from the conductivity of copper from the measured |S21|. A potential source of error in this loss

calculation is the difference between the conductivity of the bulk material and the DMLS structure.

In conclusion, this section summarizes the performance of a several AM W-band waveguide

components using common commercially available technologies. The measured loss of the fabri-

cated components at 95 GHz ranged from 0.055 dB/cm for the MCP waveguides to 0.1 dB/cm for

a common AM Al alloy with improved surface finish. The loss mechanisms introduced by the AM

process are characterized and it is shown that widely used models for surface roughness loss pre-

diction are not adequate for typical AM materials. Further work is also needed to investigate the

effects of differences in conductivity for bulk and DMLS AM materials. The use of V- and U-band

AM waveguides, as demonstrated in chapter 3, is the suggested frequency limit for useful, low-loss

operation.

6.3 Thermal Challenges in Millimeter-wave Component Design and Additive

Manufactured Heat Pipes

This section describes the thermal challenges encountered in the integration of millimeter-

wave MMIC components. A widely used dual electrical-thermal equivalent circuit model for de-

termining the thermal operating point of transistor amplifiers is presented as an introduction.

A thermal analysis is then performed in a finite-element method thermal solver for some of the

MMIC designs in this work, followed by a proof-of-concept solution to thermal management that

incorporates AM heat pipes.

6.3.1 Thermal Analysis for MMIC Design

The thermal management of MMIC PAs is a common ground between the MMIC designer

and the module integrator. The MMIC designer tries to maximize power per mm2 and GaN has
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been a major breakthrough in this respect. The goal is to then integrate MMICs on a PCB, as a

hybrid circuit, or with chip and wire techniques. The challenge for the module integrator is to not

only fixture the MMICs and ensure RF performance of the integrated assembly, but also to meet

certain environmental test requirements. In the commercial realm, ambient operating temperatures

can be between 0 and 85 ◦C. In military applications, the temperature range can be from -55 to

+125 ◦C [119], [120]. As shown in Fig. 6.13, higher transistor junction temperatures result in higher

failure rates. The question is how to calculate the junction temperature, TJ , from the ambient or

base plate temperature.

Figure 6.13: Mean time to device failure based on junction temperature for an X-band, 60-W

GaN PA. MTTF > one million hours is a commonly specified standard in military and SATCOM

applications. Source: [10].

The relationship between ambient temperature and device junction temperature can be better

understood by use of an electrical analogy that relates dissipated power to temperature rise. This

is commonly done to allow circuit designers to solve for junction temperatures without thermal

modeling [121]. For both packaged devices and chip and wire solutions, the MMIC designer or
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foundry will provide a thermal junction resistance that is defined as:

ΘJA =
TJ − TA
PD

(6.8)

where TJ is the junction temperature, TA is the ambient temperature, and Pd is the dissipated

power. Instead of ohms, the thermal junction resistance has units of ◦C/W. The relationship is

used in a equivalent circuit model as shown in Fig. 6.14.

θJAPD

TJ

TA

Figure 6.14: The equivalent electrical circuit model for thermal operation of a transistor ampli-

fier. Current, resistance and voltage are analogous to dissipated power, thermal resistance, and

temperature.

Where PD is the dissipated power, ΘJA is the thermal resistance from ambient to transistor junction,

and TJ and TA are the ambient and transistor junction temperatures, represented by voltages. The

model is usually not that simple however and needs to account for thermal energy stored in materials

as they heat up. Since temperature rise is proportional to stored energy, and stored energy is equal

to the integral of the power dissipated, the ratio of heat energy to temperature rise is represented as

a capacitance. The units of thermal capacitance are J/◦C. A typical circuit model for a transistor

amplifier thermal solution is shown in Fig. 6.15, where CJ is the junction thermal inertia, ΘJSo is

the thermal resistance between the transistor junction and the solder connection or epoxy, ΘSoC

is the thermal resistance between the solder and the case, usually very small, CCase is the thermal

inertia of the transistor case or packaging, ΘCHs is the thermal resistance between the case and

the heat sink and last the thermal resistance to ambient and inertia of the heat sink are modeled

as CHS and ΘHA.
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PD CJ

θCHs

CCase θHACHS

θSoC
TJ

TA

Figure 6.15: A more complex equivalent circuit model for thermal operation. The thermal re-

sistances represent interfaces in the physical layout of the transistor amplifier. The capacitors

represent thermal inertia of the layers between the interfaces.

By providing the various thermal resistances internal to the MMIC and maximum safe junction

temperatures for long device operation, a MMIC designer or foundry helps the module integrator

begin their thermal design. The module integrator then will have to decide on a passive or active

solution for heatsinking that has adequate thermal transit to the ambient environment. This usually

takes the form of a heat sink and DC powered fan. The details of the thermal design from MMIC

package to ambient is outside of the scope of this work.

The cooperative process described above does not explain how the thermal resistances internal

to the MMIC and the packaging or assembly are determined by the designer or foundry. To

determine the internal thermal resistances, a simulation of the MMIC devices and layout is needed.

6.3.2 FEM Thermal Analysis

A finite element method (FEM) analysis to determine the thermal operating point of a MMIC

amplifier is performed for accurate modeling. The method used in this work generates an equivalent

RC network similar to the simple model described above. To perform a thermal analysis, the first

step is to generate an accurate model of the FET or active devices used in the design. This is the

most important step because the active devices dissipate almost all of the heat in a MMIC when

low-loss passives are available. Resistors that dissipate significant heat should also be modeled but

this is not common in microwave and millimeter-wave designs. After the device model is created,
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a MMIC is then modeled by arranging multiple device models in the same X-Y mapping as on

the MMIC. Mapping several active devices in the thermal analysis allows for the total thermal

effect of the devices to be simulated. The devices are arranged on the modeled substrate with a

base plate temperature equal to the system ambient temperature. A thermal analysis program

designed specifically for interface to MMIC design software, SYMMIC, was used to determine the

total temperature rise from base plate to transistor junction in this work [122].

Shown in Fig. 6.16 is the single transistor thermal model for the HRL T4 4x20µm device.

The upper boundary condition is an airbox above the transistor. The lower boundary condition is

the baseplate which has a very high thermal conductivity and acts as a perfect heat sink. Shown

in Fig. 6.17 is the mesh for the FEM simulation. The base plate in the simulation is 300 K.

Figure 6.16: The HRL T4 4x20µm device with 3.3 W dissipated power. The channel temperature

is shown in the legend and peaks at 550 K.
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Figure 6.17: The mesh for the FEM thermal simulation of the HRL T4 4x20µm device

Because the 235 GHz amplifiers from chapter 4 have 24 and 32 devices for the 3-stage and

4-stage amplifiers, the thermal analysis of those dice is critical. The thermal simulation setup of

the 4-stage PA is shown in Fig 6.18 and the heat map of the solution is shown in Fig. 6.19.

Figure 6.18: The thermal analysis simulation setup. The devices are those shown in Fig. 6.16

arranged in the same X-Y mapping as the full amplifier. The MMIC dimensions are 4.4 mm x

1.8 mm.
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Figure 6.19: The 4-stage 8-way power combined MMIC PA thermal solution. The maximum

temperature is 620 K, a 320 ◦C temperature rise. The MMIC dimensions are 4.4 mm x 1.8 mm.

The total temperature rise from the base plate to the junction is 320 ◦C. As to be expected,

the middle devices exhibit the highest junction temperatures. The maximum temperature is also

increased from the single device, 550 K, to 616 K due to multiple devices. A summary of the

maximum device temperatures is given in Fig 6.20b.
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(a)

Device # Tmax (◦C)

1 580.5

2 603.6

3 612.7

4 616.6

5 616.6

6 612.7

7 603.6

8 580.5

(b)

Figure 6.20: a) The device numbers for the 8-way combiner and b) the maximum device tempera-

tures, Tmax.

The assumption in the previous analysis is that the heat sink structure will have a large

enough thermal inertia that its temperature is not affected by the mounted die and package. In

the 8-way combined, 4-stage PA example, the total die area is 7.92 mm2. The total dissipated

power is 1.3 W/mm2. To ensure that the heat can efficiently be transported to a larger heat

sink, a method that uses the previously described AlSi10Mg DMLS AM process is investigated for

integrated cooling with a heat pipe.
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6.3.3 Additive Manufactured AlSi10Mg Heat Pipes

This section describes the operation of fixed-conduction heat pipes and demonstrates the

performance of several proof-of-concept additively manufactured Al-alloy heat pipes.

Fixed-conduction heat pipes have four important components, an evaporation section, a con-

denser, the working fluid, and a sealed adiabatic section that allows the working fluid to transport

heat between the evaporator and condenser. A simple representation of the main components is

shown in Fig. 6.21.

Figure 6.21: The operation of a fixed-conduction heat pipe. Source: [11].

The operation of the heat pipe is as follows. First, application of heat to the evaporator section

causes some of the working fluid to evaporate and the saturation condition results in a difference in

vapor pressure which causes vapor to flow to the condenser. The condenser is connected to a heat

sink where the latent heat is released to the surrounding area. The heat removed through the heat

sink causes the working fluid to condense back to a liquid state and gravity or a wicking structure

that uses cohesion allows for the working liquid to return to the evaporator where the process begins

again. There are no moving parts in a simple fixed-conduction heat pipe, the pumping action is

provided by the removal of latent heat. The operation of the heat pipe can also be understood as
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a closed system that utilizes a high thermal conductivity section (created by a working fluid) to

transfer heat efficiently from a source to a sink.

In this application, the heat source is an IC that generates a high heat density and the sink

is a larger area heat sink with either active or passive cooling. Water filled copper heat pipes

are now in use in mass produced various consumer electronics such as cell phones, laptops, and

desktop computers [123]. Aluminum and aluminum alloy heat pipes have been an area of research

and development in the aerospace sector for several years and utilize a variety of working fluids

excluding water. Because of the encouraging results in the AM waveguide section with Al-alloys,

aluminum heat pipes are the focus of the work in this section.

Design of a heat pipe can range from a few simple steps to a complicated process depending

on the power levels and mode of operation. For the simple proof-of-concept demonstrated here,

the material, AlSi10Mg, was selected because of its widespread use in AM. This led to the first

decision in the design process, which working fluid to use. The choice of which working fluid

to use depends on the working pressure, fluid properties, capillary pumping limit and thermal

conductivity required. The working fluid must also be compatible with the pipe material and

not cause a chemical reaction that produces non-condensable gas as a byproduct, as this would

eventually stop heat transport. A summary of the compatible working fluids is given in Table 6.2

from [124]. Ammonia has the best overall combination of thermophysical and derived properties

for Al heat pipes [125]. Ammonia also has a high liquid transport factor, wicking height, thermal

conductivity and low kinematic viscosity ratio [125].

To test the proof-of-concept heat pipes with a similar fluid, acetone was used as it is easier

to handle and not as caustic. The next step in the design is create a suitable wicking structure for

the working fluid.

Shown in Figs. 6.22a, 6.22b are the profiles of the AlSi10Mg heat pipe wick structures. In

Fig. 6.22a, referred to as Pipe 1, there are 32 teeth of width 0.8 mm. The number of teeth in Pipe

1 was the maximum allowed with the minimum feature size limit of the AM process. The idea

behind maximizing the number of teeth was to maximize the surface area. Wicking structures
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Table 6.2: Compatibility of Working Fluids and Heat Pipe Materials

Working Fluid Useful Range(K) Compatible Material Incompatible Material

Water 303-550 SS, Cu, Silica, Ni, Ti Al, Inconel
Ammonia 213-373 Al, SS, CRS, Fe, Ni N/A
Methanol 283-403 SS, Fe, Cu, Brass, Silica, Ni Al
Acetone 273-393 Al, SS, Cu, Brass, Silica N/A
Sodium 873-1473 SS, Ni, Inconel, Nb Ti
Mercury 523-923 SS Mo, Ni, Ta, Inconel, Ti, Nb

Lead 1670-2200 W, Ta SS, Ni, Inconel, Ti, Nb

with greater surface area can return more condensed working fluid to the evaporator faster. In

Fig. 6.22b, referred to as Pipe 2, the number of teeth are reduced by half and the width is increased

to 1.6 mm. A third design was created using the wick profile from Pipe 2 with an experimental

porous surface to increase surface area and is referred to as Pipe 3.

(a) (b)

Figure 6.22: a) Heat Pipe 1 wick profile. The total outside diameter (OD) is 10 mm. (b) Heat Pipe

2 wick profile. The number of teeth is reduced and the spacing between doubled.

A summary of the important parameters of the heat pipes is given in Table 6.3.

To test the heat pipes, all three wick variations were filled 30% with acetone according to

the total internal volume in Table 6.3. The pipes were heated on one side (the evaporator) with a
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Table 6.3: Summary of Heat Pipe Parameters

Pipe No. of Teeth Internal Vol. (mL) Working Fluid Vol. (mL)

1 16 10 3
2 32 9 3
3 32 8.4 2.5

20 W load from a power resistor and DC power supply. A picture of the heat pipe, power resistor

and heat sink is shown in Fig. 6.23.

30 cm

evaporator condensor

Figure 6.23: Setup for heat pipe testing. The thermocouples are attached to the outside of the

condenser and evaporator. The temperature difference between the evaporator and condenser is

∆T. The total pipe length is 30 cm.

The temperature difference between the condenser and evaporator, ∆T, was measured over 1000

seconds. An ideal heat pipe would transfer the heat from evaporator to condenser without a

temperature difference, ∆T = 0. In Fig. 6.24, ∆T between the evaporator and the condenser

sections is shown and a start up condition exists where the pipe does not conduct heat other than

through metal conduction, which is very poor for a hollow metal pipe. The various wick structures
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have different amounts of time before they start to conduct heat via the working fluid. Once the

working fluid starts to evaporate and cycle in the heat pipe, ∆T is very small, less than 5 ◦C and

often less than 2 ◦C. Running the test in reverse, starting with a high temperature and letting the

heat pipe cool down, results in a very small ∆T until the system reaches room temperature. As

shown in Fig. 6.24, Pipe 3 has the lowest maximum ∆T and was chosen for further testing.

0 200 400 600 800 1000

Time (S)

0

5

10

15

20

25

 T
e
m

p
e
ra

tu
re

 (
T

)

Pipe 1

Pipe 2

Pipe 3

Figure 6.24: ∆T for different heat pipe wick structures over time with a 20 W thermal load.

In Fig. 6.25 Pipe 3 was tested with various dissipated powers. The heat pipe shows low

∆T from 10 to 40 W, and transfers heat from the evaporator to the condenser faster than the

condenser can transfer it to the environment, resulting in a negative ∆T. Because the heat pipe is

a two-phase heat transfer system the thermal conductivity, expressed in W/m-K, is not constant.

The heat equation relates heat flux, thermal conductivity, and ∆T as:

q = −k∆T (6.9)

where q is the the rate of flow of heat energy or heat flux, k is the thermal conductivity and ∆T

is the temperature difference. For 40 W through an area of 52π = 78.54 mm2, the measured heat

flux is 509 kW
m2 . Referring to Fig. 6.25 for Pipe 3, ∆T ranges from 2 to 10◦C. The resulting thermal
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conductivity ranges from 51 kW/m-K to 254 kW/m-K. The thermal conductivity of a commercially

available heat pipe ranges from 10 - 10,000 times the conductivity of a pure copper pipe, which

is 400 W/m-K. The AM heat pipe results from this section are therefore close in performance to

commercially available solutions.
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Figure 6.25: Pipe 3 ∆T for various thermal loads. The thermal conductivity is a function of

dissipated power and varies over the power range.

6.4 Conclusion

In conclusion, this section has shown that heat pipes and millimeter-wave waveguides can

be fabricated from the same commonly used material and processing techniques found in com-

mercial DMLS AM. The increased power handling of GaN combined with the low-efficiency of

miliimeter-wave active components requires new techniques for solid state power amplifier thermal

management. There are multiple ways to include such heat pipes in a PA module design. The heat

pipes demonstrated in this section have a 10 mm OD. Typical single MMIC PAs are on the order

of 5 mm x 5 mm, meaning the heat pipes should be reduced in size by half to fit directly under

individual MMICs. In that configuration, multiple heat pipes could be fabricated in one block of



141

AlSi10Mg and heat from different MMICs could be routed to different heat sinks. Hybrid or chip

and wire combined MMIC PAs could benefit from a single heat pipe similar in diameter to the one

demonstrated because as the MMICs are much smaller than the demonstrated heat pipe, the DC

bias board, off-chip bypass capacitors, and off-chip combining structures greatly increase the total

minimum size where heat needs to be removed.

6.5 Contributions from This Chapter

The specific contributions to the field from this chapter are as follows:

• Demonstrated several W-band AM waveguides using commercially available DMLS and

SLA processes. Measurement of loss due to surface roughness in AM waveguides. Mea-

surements of surface finish were made using FVM and it was shown that commonly used

EM models do not predict loss due to surface roughness correctly.

• Demonstration of AM acetone-filled AlSi10Mg heat pipes in a shared process with proven

millimeter-wave waveguide assemblies. The AM heat pipes demonstrated thermal conduc-

tivities of 51 to 254 kW/m-K, which matches the performance of commercially available

heat pipes.
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This chapter briefly discusses some of the possible directions for future work that builds on

the results of this thesis. The main focus for potential future work is in further development of

millimeter-wave GaN MMIC design techniques and component integration using the benefits of AM

where appropriate. A new application for the stability analysis detailed in Chapter 5 specifically

for millimeter-wave amplifiers represents a potentially extensive area of research. As active circuits

continue to operate at higher and higher frequencies, stability will become more of a problem.

The problem is not the devices themselves but the massively increased bandwidth over which

the millimeter-wave devices must be stabilized. This chapter concludes with a summary of the

contributions that are made in the thesis, in order of their appearances in the proceeding chapters.

7.1 Future work in Millimeter-wave MMIC Design and Fabrication

Fabrication issues with the MMICs in Chapter 3 and 4 limited the reported results in this

work. The most obvious direction for future work based on this thesis would be to test newly

fabricated versions of the same circuits when the processes become more stable and mature. The
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main problem in attempting research involving millimeter-wave MMICs is that the fabrication is

very expensive and slow. This leads to fewer opportunities to refine designs during the duration

of a typical PhD compared to work at X-band or low GHz. The experience of working closely

with the foundries on in-development fabrication processes was valuable but had many inherent

risks. The fabrication processes used in this work to explore the MMIC designs reported some of

the best results in terms of fT , output power, efficiency and gain currently available at millimeter-

wave frequencies. However, the performance of the transistor devices is not yet routinely repeated.

Future work in this area would be contingent on process stabilization and yield improvement.

From a design standpoint, a particularly important area of research in millimeter-wave GaN

amplifier design is the stability of the circuits, as already stated. As the available gain and output

power at millimeter-wave frequencies improves and ft of the devices goes up, there is more risk for

instabilities at frequenices below the operating frequency. Eliminating the risk of instabilities out of

band is an iterative process that occurs when the in-band performance is already verified. Recently

there has been work reported that focuses on the stability of single transistors at millimeter-wave

frequencies. Because any transistor with more than two gate fingers is no longer symmetrical

and small physical distances in substrates with εr = 10 translate to significant electrical lengths,

oscillations can occur in devices without any external feedback. The analysis of W-band LNAs

with oscillations that occur inside the transistors for multi-finger HEMTs is discussed in [12]. The

frequencies in [12] are not obscure, they are in fact in the middle of newly allocated spectrum

in the 71-76 and 81-86 GHz range, making the results relevant to many future designers. The

asymmetrical nature of multi-finger HEMTs is shown in Fig. 7.1 where the two-finger device is

inherently symmetric yet larger devices are not due to air bridges between source fingers. The

simulation technique is shown in Fig. 7.2. The reported stability analysis in Chapter 5 could be

used to analyze multi-finger transistors as well, similar to the setup in Fig. 7.2.
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Figure 7.1: A symmetrical two finger HEMT shown on the left. Scaling the device for power

handling or thermal management creates asymmetrical devices and can cause oscillations. Source:

[12]

Figure 7.2: The simulation setup for determining the stability of asymmetric devices. Instead of a

S-probe, the stability analysis in chapter 5 could be used to validate stability. Source: [12]

A similar analysis for multi-finger FETs is reported in [126]. The application in [126] is high

power FETs with large gate-to-gate spacing (pitch) for thermal concerns.
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7.2 Future work in AM Integration

The results in the AM integration chapter show what is currently possible with commercially

available DMLS and SLA manufacturing processes for W-band components. Because of the trade-

off between feature size and surface finish, W-band and higher frequency waveguide components,

beyond straight waveguide and open structures such as parabolic or aperture-based antennas, are

not yet practical. The limits of the AM processes are not as critical in the V-band (50-75 GHz)

range and results of an 11 cm straight waveguide fabricated in maraging steel, shown in Fig. 7.3,

are promising. As discussed in chapter 3, the potential new uses for V-band systems means that

AM V-band waveguide components could become very widespread. In particular, if the commercial

market for V-band satellite based internet service develops as predicted, large volumes of V-band

AM waveguide assemblies would be needed. The current widespread use of heat pipes in satellite

thermal management means that AM heat pipes represent a potential extensive research area.

Figure 7.3: S-parameters for a 11 cm straight waveguide section fabricated in maraging steel.
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7.3 Summary and Contributions

In summary, the work presented in this thesis addresses several important aspects in the

analysis, design and fabrication of microwave and millimeter-wave GaN MMICs and components.

Specific contributions from Chapters 2 - 6 are summarized below. Published results are summarized

after each affiliated contribution.

• Chapter 2 - Efficiency-Enhancement Techniques for X-Band GaN MMIC PAs - contains

three different demonstrated GaN MMIC amplifier designs that address efficiency enhance-

ment:

An X-band output harmonic injection amplifier with Pout = 3.6 W and efficiency improved

from 36 to 50% at 10.6 GHz and 48 to 70% at 10.6 GHz. The output harmonic injection 2f0

driver operates at 20 GHz and had 27 dBm of output power, 8 dB of gain and a PAE=59%.

Results from this section of the chapter are reported in [127]. Previous results at 2.45 GHz

showing an improvement in linearity and efficiency with harmonic injection were published

in [46].

A Doherty power amplifier operating at 10 GHz with an output power of 4.2 W and PAE >

47%. For a 10 MHz OQPSK signal, the ACPR was measured to be > 30 dBc at maximum

output power. The supply modulation experiment shows a Doherty power amplifier oper-

ating with > 40% PAE at more than 6 dB back off from maximum power. Results from

this section of the chapter are reported in [128].

A Class-E amplifier fabricated in a fT > 300 GHz process was demonstrated. The measured

PAE at 9 GHz was > 55% and the design shows the efficiency limitations of a high-fT

process.

• Chapter 3 - Analysis and Design of a Reverse-Channel V-band VCO - contains the design,

fabrication and testing of a U- and V-band voltage controlled oscillator. The oscillator

design process is explained from a circuit and layout standpoint for an advanced GaN
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MMIC process. AM and traditionally machined WR-15 and WR-19 housings were designed,

created and assembled and show the feasibility of AM components at millimeter-wave

frequencies. A U-band and V-band microstrip-to-waveguide transition was designed and

integrated on-chip with the VCO. The measured results show operation in the 40.99 to

42.88 GHz range with reduced output power due to a low gm and incomplete ground plane

due to fabrication problems.

• Chapter 4 - Analysis and Design of 235 GHz GaN-on-SiC Amplifiers - contains analysis,

design and measurement of two power combined, multistage PAs. The analysis of even-

and odd-mode operation for symmetrical power combiners was detailed and the stability

analysis technique introduced in Chapter 5 was used to analyze potential even- and odd-

mode instabilities without the need for additional EM simulations. A CPW-to-waveguide

transition was designed and integrated on the 2nd PA design to allow for easier waveguide

integration and to avoid the use of bondwires. The fabricated 3-stage PA was measured at

HRL in the 200-260 GHz range and showed a similar |S11| and |S21| compared to simulation,

with a reduced gain due to a lower ft due to fabrication problems.

• Chapter 5 - Stability Analysis in Microwave Circuits - details a new method of analyzing

stability in microwave PAs. The method is compared to existing techniques, including a

commercially-available software package, and it is shown that the new method can avoid

errors associated with single current injection based techniques. The method is validated

on single- and two-stage amplifiers and predicts measured oscillations in those circuits. The

technique is being used in the research group as an additional stability check for new PA

designs.

• Chapter 6 - Millimeter-wave Component Integration Methods - contains the results of work

on W-band AM waveguide components. Surface roughness is measured using FVM and it is

shown that widely used models for predicting loss due to surface roughness are not accurate

for the very rough surfaces typically created with AM techniques. The thermal analysis of
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the millimeter-wave 4-stage power combined amplifier from Chapter 4 is presented and an

AM heat pipe solution for transfering heat is demonstrated. Results from the chapter are

reported in [129].
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