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Task-Dependent Modulation of Auditory Feedback Control of
Vocal Intensity
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Summary: Auditory feedback control of fundamental frequency (fo) is modulated in a task-dependent manner.
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When voice pitch auditory feedback perturbations are applied in sentence versus sustained-vowel production,
larger and faster vocal fo responses are measured in sentence production. This task-dependency reflects the scaling
of auditory targets for pitch for the precision required in each speech task. When the range for the pitch auditory
target is scaled down for precision (as in the sentence-production task), a greater degree of mismatch is detected
from the feedback perturbation and a larger vocal response is measured. The purpose of this study was to deter-
mine whether auditory feedback control of vocal intensity is also modulated in a task-dependent manner similar
to the control of vocal pitch. Twenty-five English speakers produced repetitions of a sentence and a sustained
vowel while hearing their voice auditory feedback briefly perturbed in loudness (+/- 3 or 6 dB SPL, 200 ms dura-
tion). The resulting vocal intensity responses were measured, and response magnitudes were robustly larger in the
sentence (mean: 1.96 dB) than vowel production (mean: 0.89 dB). Additionally, response magnitudes increased
as a function of perturbation magnitude only in sentence production for downward perturbations but decreased
in magnitude by perturbation magnitude for upward perturbations. Peak response latencies were robustly shorter
in sentence (mean: 184.94 ms) than in vowel production (mean: 214.92 ms). Overall, these results support the
hypothesis that auditory feedback control of pitch and loudness are modulated by task and that both pitch and
loudness auditory targets are scaled for the precision required for the speaking task.
Key words: Auditory feedback−Loudness−Perturbation.
INTRODUCTION
Vocal loudness can have a significant impact on the devel-
opment of voice disorders.1 Additionally, neurological dis-
orders such as Parkinson’s disease can cause reduced
control of the vocal intensity, resulting in speech that has
variable or reduced loudness and impaired intelligibility.2,3

Understanding neural control of vocal loudness, the percep-
tual correlate of vocal intensity, is important for informing
voice and speech therapy treatments. The purpose of this
study was to better understand the neural control of vocal
intensity by measuring auditory feedback control of per-
ceived changes in loudness. Auditory feedback is used dur-
ing online speech production to correct for perceived errors
in speech.4,5 The identification of errors in speech is related
to the scale of the production target; the smaller the produc-
tion target, the greater the room for error.6 The goal of this
study is to measure how the auditory feedback control sys-
tem corrects for perceived error in vocal loudness among
two speaking tasks to examine task-dependent modulation
of feedback control of vocal intensity.
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One method for studying auditory feedback control of
vocal intensity is to modify auditory feedback of vocal loud-
ness while participants produce sustained vowels and sen-
tences.7−9 In auditory feedback perturbation studies,
participants vocalize into a microphone while their voice is
briefly perturbed through headphones in real-time.4 Most of
the research using this technique has measured pitch audi-
tory feedback control. When brief 200 ms pitch perturba-
tions are applied to voice auditory feedback during online
speech production, rapid vocal fundamental frequency (fo)
responses are elicited usually in the opposite direction of the
perturbation. Because of the rapid nature of these vocal
responses, they are assumed to be reflexive in nature as an
attempt to correct the perceived error and maintain vocal
stability around a target.4 While most vocal responses occur
in the opposite direction of the perturbation (termed Oppos-
ing Responses), some vocal responses follow the perturba-
tion direction (termed Following Responses).10,11 Some
theories posit that response direction is determined by
whether the perturbation is perceived as an internal or exter-
nal error or by the predictability of the perturbation; how-
ever, the exact nature of following responses is still
unknown.10 Overall, vocal responses to auditory feedback
perturbations are a useful behavioral measure of neural con-
trol of voice.

The magnitude of the vocal fo response has been found to
vary as a function of speaking task and perturbation
magnitude.7,9,11,12 For example, larger pitch perturbation
magnitudes elicited larger vocal fo response magnitudes
compared to smaller perturbation magnitudes,11,12 and
more complex speaking tasks, such as repeating a sentence
or singing a note, elicited larger vocal fo responses than
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FIGURE 1. Schematic of how the precision of the pitch target
could determine the degree of correction. The pitch target for a
simple sustained vowel with no prescribed pitch is represented by
the larger circle (dark purple) and the pitch target for saying
“Nina” in the phrase, “You know Nina?” is represented by the
smaller circle (light purple). The size of these circles represent the
precision of the pitch target: the pitch target for phrase production
is more precise than for simple sustained-vowel production and is
therefore a smaller target with less room for error. The actual pitch
output (red circle) is outside the boundaries for both pitch targets,
requiring correction. The degree of correction is expected to be
greater for phrase production (Cp, longer dashed line), than for
sustained-vowel production (Cs, shorter dashed line).
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simply holding a sustained vowel.12,13 We theorize that this
task-dependent modulation of auditory feedback control
reflects the precision and scale of the vocal control system
for achieving the desired production.

Guenther6 describes how the size of the auditory target is
scaled by the speaking task. For example, target regions for
speech sounds shrink when speakers are asked to speak
more clearly, resulting in more precise articulation.14

Guenther6 attributes this variable target region to a strategy
employed by the speech motor system called an economy of
effort: speakers minimize the amount of movement required
for production while maintaining intelligibility for the
listener.15,16 Essentially, speakers tune their production in
relation to the speaking context and their judgment of the
listener’s ability to access the information in the speech sig-
nal.16 For example, speakers may adjust their speech differ-
ently if they are speaking with a close friend compared to a
professional acquaintance, or if they are giving a presenta-
tion compared to talking in a more casual setting. By scaling
the size of the target region for production, the speech
motor system can retain efficiency while maintaining intelli-
gibility.

The economy of effort used by the speech motor system
helps explain the task-dependent nature of the auditory
feedback control system. Larger vocal fo responses are
observed in tasks such as singing and producing a sentence
than for simply holding a vowel sound because the auditory
target regions for voice fo are smaller in the former contexts
with less room for error. Singing requires matching pitch to
a musical note and speaking requires the production of into-
national patterns for pitch. Therefore, both production
tasks require a high level of precision and less room for
error. Mismatches between the auditory feedback and the
auditory target will be greater in these tasks because the
auditory target for fo is smaller. On the contrary, simple sus-
tained-vowel production with no prescribed pitch target
requires less precision in fo so any detected mismatches will
be smaller because there is more room for error (i.e., a larger
region for the fo auditory target). Figure 1 displays a sche-
matic adapted from Guenther6 and Perkell et al.14 showing
that pitch targets for holding a simple sustained vowel com-
pared to saying the word “Nina” in the phrase, “You know
Nina?” are scaled for precision. The pitch target for phrase
production is represented by a smaller circle than the pitch
target for sustained-vowel production, represented by a
larger circle. The size of the circle indicates the room for
error and precision of the target. Because there is no pre-
scribed pitch to be produced for sustained-vowel produc-
tion, the pitch target is large with more room for error. For
phrase production, the speaker must produce a pitch that is
in line with the pitch contour and intonation for the phrase,
“You know Nina?” Therefore, the pitch target is more pre-
cise with less room for error. Deviation from the pitch con-
tour could change the intonation for the phrase and thus the
intended prosodic meaning. When the actual pitch is pro-
duced, represented by the red circle, it is outside of the
acceptable boundary for both pitch targets, and the speaker
will correct for the perceived error. In the schematic, the
degree of correction is greater for phrase production (Cp)
than for sustained-vowel production (Cs) because there is a
greater distance from the actual pitch output and the pitch
target for phrase production than sustained-vowel produc-
tion.

This study examined whether the task-dependency in
auditory feedback control of pitch is also observed in con-
trol of loudness. A long-standing question in speech model-
ing research is whether the acoustic correlates of prosody (i.
e., pitch, loudness, and timing) are controlled in a similar or
different manner to each other.17,18 If the vocal intensity
responses are similarly modulated by speech task and per-
turbation magnitude as they are for vocal fo responses, then
it is likely that these acoustic features are controlled in a
similar manner. This task-dependency has already been
observed for perturbation magnitude for vocal intensity
responses. In a study using sustained-vowel production, the
vocal intensity responses were larger in magnitude for larger
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loudness perturbations (+/- 3 or 6 dB SPL) than smaller
loudness perturbations (+/- 1 dB SPL).7 The current study
expands this work by investigating the control of vocal
intensity in sentences compared to sustained-vowel produc-
tion to determine whether speaking task modulates the mag-
nitude of vocal intensity responses. While rapid loudness
perturbations have been applied during phrase production
in Mandarin,9 the novelty of the current study is a within-
subject comparison of intensity responses in sentence com-
pared to sustained-vowel production. We hypothesize that
auditory feedback control of vocal intensity is modulated
by speaking task similar to the pattern observed in auditory
feedback control of fo. If this hypothesis is true, it will dem-
onstrate that auditory targets for vocal intensity are scaled
for precision by speaking task.
METHODS

Participants
Twenty-five Northwestern University students between the
ages of 18-35 years participated in the study (average age
20 years, standard deviation 3.6 years) (3 female, 22 male).
All passed a pure-tone hearing screening according to the
American Speech-Language-Hearing Association’s guide-
lines.19 All participants reported English as their native lan-
guage and denied a history of speech, language, or
neurological disorders. This study was approved by the
Northwestern University Institutional Review Board.
Apparatus
After obtaining consent and completing the hearing screen-
ing, participants were seated in a double-walled, sound-
treated booth (IAC, Model 1201). Participants wore Senn-
heiser headphones (model HMD 280) and vocalized into an
attached AKG microphone (model C420) that was posi-
tioned approximately one inch from the corner of the mouth
at a 45° angle. Voice output from the microphone was proc-
essed, amplified, and perturbed by an Eventide Eclipse Har-
monizer and a MOTU Ultralite mk3, which were controlled
by MIDI software (Max MSP 5.0, CueMix FX). The audi-
tory feedback was further amplified using an Aphex Head-
pod 4 Amplifier.

Output from a simplified sound level meter was displayed
on a computer screen to aid in the maintenance of a consis-
tent intensity level of approximately 73−75 dB SPL at one
inch. In order to mask the participant’s bone-conducted
feedback, a gain of about 10 dB SPL was applied to the
headphone auditory feedback of the participant’s voice
resulting in an auditory feedback of about 83-85 dB SPL at
one inch. All sound and gain calibrations were completed
using a Br€uel & Kjær sound level meter (type 2250), a set of
in-ear microphones (model 4101-A), and a pre-polarized
free-field microphone (type 4189) to calibrate the gain
between voice output and feedback channels with a 1 kHz
sinusoidal pure tone. Providing a sound level meter was
used to assist study participants with maintaining a steady
vocal intensity both within and across productions.

The perturbed auditory feedback heard by the partici-
pants, the true vocal output of the participants, and the tim-
ing markers for perturbation onset (using Transistor-
Transistor Logic Pulses) were recorded using a multi-chan-
nel recording system (AD Instruments, model ML880,
PowerLab A/D converter). The PowerLab converter inter-
faced with LabChart software (AD Instruments, v.7.0) to
align the timing markers with participant voice output for
later data analysis using Igor Pro 6 (Wavemetrics, Inc.,
Lake Oswego, OR). The time-aligned markers allow for the
determination of the perturbation timing (onset and offset)
and direction (upward or downward).
Procedures
Participants followed visual prompts on a computer screen
to perform the target vocalizations. The experiment con-
sisted of two sections: a sentence-reading component and a
sustained-vowel component. In both components, partici-
pants completed four blocks of trials. There were 90 trials/-
block for the sentence component and 18 trials/block for the
sustained-vowel component. Five perturbations were
applied per sustained-vowel trial, and one perturbation was
applied per sentence trial. Because the production of a sus-
tained vowel is relatively constant in intensity and fo, multi-
ple perturbations can be applied in one production. In
previous studies, the application of multiple perturbations
per vocalization yielded identical results compared to when
one perturbation was applied per vocalization.7,20 Sentence
production does not allow for the application of multiple
perturbations in one trial because of the fluctuations in into-
nation across the production of the phrase.

The four blocks of trials consisted of various combina-
tions of pitch and loudness perturbations. For this study,
only loudness perturbations were analyzed. Two experimen-
tal conditions of the same type (both pitch or both loudness)
and of different directions (one upward perturbation and
one downward perturbation), as well as an unperturbed
control, were included in every block at a 1:1:1 ratio, yield-
ing 30 trials for each condition per block. Block order was
partially randomized so that no two loudness perturbation
blocks or two pitch perturbation blocks occurred consecu-
tively while still minimizing the block order effects described
in.21 For the loudness blocks, the first block consisted of
+6 dB, �3 dB, and control (0 dB) conditions, and the sec-
ond block consisted +3 dB, -6 dB, and control (0 dB) condi-
tions. Participants were offered rest breaks and water
between each block for both the sentence and the vowel
components of the study. Overall, there were 16 experimen-
tal conditions collected throughout the 8 blocks of the
experiment (2 loudness perturbations levels x 2 pitch pertur-
bation levels x 2 perturbation directions x 2 vocal tasks).

The sentence component was completed first to reduce
awareness of the perturbations, which were less noticeable
in sentence production that sustained vowel production.
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The sentence component consisted of four blocks of 90 repe-
titions of the speech phrase, “You know Nina?” (360 total
trials). The intonation of the phrase follows that of a yes/no
question in which “you” and “know” are produced with a
relatively flat intonation and the final syllable “-na” is pro-
duced with a rise in intonation.22 For each trial, participants
first heard an auditory recording of a male speaker produc-
ing the sentence presented at about 77 dB SPL in the head-
phones. Participants were then prompted to repeat the
sentence while following visual pacing cues on the screen.
The visual pacing cues consisted of four sequential arrows
that individually turned bright green at a rate that was con-
sistent with a natural production of the phrase. These visual
prompts were provided to assist with the maintenance of a
consistent rate of speech across participants and produc-
tions and to facilitate correct timing of the perturbations.
During each vocalization, a loudness perturbation (+/- 0-,
3-, or 6 dB SPL for 200 ms duration) was randomly pre-
sented 640 ms after voice onset so that the perturbation
occurred on the “Ni-” syllable of “Nina.” The timing of the
perturbation was chosen so that it would fall before the rise
in intonation on “-na.” Participants were given a 1000 ms
break before the recorded phrase was played and the next
trial started.

After the sentence component was completed, partici-
pants performed the sustained-vowel component of the
experiment which consisted of four blocks of 18 vocaliza-
tions where the participant held an /ɑ/ for approximately 6 s
(with 5 perturbations presented per vocalization). Before
starting, the task was explained by the experimenter and
participants were instructed to keep their voice as steady as
possible. Participants were cued by the monitor in the sound
booth with a red light and a green light; when the green light
was illuminated, participants could begin saying /ɑ/ when
they were ready, and participants would continue vocalizing
until the red light flashed. Practice trials prior to the experi-
mental trials confirmed that all participants were able to dif-
ferentiate these two colors and follow the instructions. Each
vocalization required producing the /ɑ/ sound for a maxi-
mum of 6 s while five perturbations were presented. The first
perturbation was presented randomly between 500 ms and
700 ms after voice onset, and the subsequent four perturba-
tions occurred randomly between 700 ms and 900 ms after
the prior perturbation. Each perturbation had a duration of
200 ms, and the condition order was determined randomly
(in a 1:1:1 ratio, so there were 30 perturbations of every
experimental condition in each block).
Analysis
The time-synchronous signals in LabChart were converted
to Igor files, and these files were then analyzed using Igor
Pro 6 (Wavemetrics, Inc., 2015, Version 6). The perturbed
voice signal and the participant’s output voice signal were
converted to a root-mean-square (RMS) voltage curve for
each participant and then converted into decibels. These
RMS voltage curves were calculated using the formula
which computed RMS for a set of discrete non-overlapping
values:

RMS xð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

Xnþ25

n�25

x2

vuut

where y is the value for each data point and n is the total
number of data points. The RMS curves were then seg-
mented in Igor Pro using the timing markers to determine
perturbation onset, and segments were defined starting
200 ms before perturbation onset and ending 300 ms after
perturbation onset.

To analyze the magnitude and latency of the vocal inten-
sity response, each experimental trial was converted into a
difference curve to exclude some of the natural variations in
intensity due to intonation. In the target phrase, “You
know Nina?” vocal intensity naturally increases during the
upward rise in fo on “Nina” for the yes/no question intona-
tion pattern. The natural variation in intensity needed to be
subtracted from the analysis in order to estimate the reflex-
ive intensity response to the perturbation. A custom Igor
script calculated an average control curve for each partici-
pant and each block. The average control curve included
only the trials without perturbations. The average control
curve was then subtracted from each experimental trial
curve to calculate the difference curve for each trial. Differ-
ence curves were also calculated for the sustained vowel
task to maintain consistency with the phrase analysis even
though we did not suspect any unusual variation in intensity
in the vowel production task. A visual analysis was per-
formed on the difference curves to identify curves with mea-
surement or production errors. These curves were identified
by their unusual shape (i.e., larger, inconsistent shifts in the
intensity contour representing errors in measurement) or
extreme values (i.e., changes in intensity greater than 20dB)
due to the participant using glottal fry or stopping a vocali-
zation mid-utterance.

After the difference curves were calculated, the pre- and
post-perturbation intensity means were compared to deter-
mine response direction. More specifically, the pre-perturba-
tion intensity mean of a 200 ms window was compared to
the post-perturbation intensity mean of a 300 ms window. If
the direction of the response and the direction of the pertur-
bation matched, the trial was labeled as “following;” if they
differed, the trial was labeled as “opposing.” All trials were
categorized opposing vs. following. While there is a possibil-
ity that participants occasionally did not respond to the per-
turbation, it would be difficult to confidently categorize
these non-responses for a few reasons. First, the signal is
noisy due to constant fluctuations in vocal intensity
throughout the production. Taking the average intensity in
the post- vs. pre-perturbation window allows for general
categorization of whether the response went up or down in
intensity. Second, if one could isolate a response in an indi-
vidual trial, an a priori cut-off value would have to be
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determined to decide whether variations in intensity constis-
tute a response vs. non-response. With the limited research
on loudness-shift responses, it would be difficult to deter-
mine what such a cut-off value should be. Therefore, all tri-
als were categorized as opposing vs. following due to
constraints of individual-trial noise and difficulty in deter-
mining a cutoff value for a response. An event-related aver-
aging technique was then used to reduce the audio signal
and allow for extraction of the vocal response.20 Trials were
averaged per participant by perturbation direction (up vs.
down), perturbation magnitude (3 vs. 6 dB), and response
direction (opposing vs. following), resulting in 200 total
potential averaged responses per task (i.e., sentence vs.
vowel) (25 participants x 2 perturbation directions x 2 per-
turbation magnitudes x 2 response directions). Out of the
400 potential averaged responses across the participants
and experimental conditions, there were 349 total responses
measured (see Table 1). The 51 non-responses included
either conditions in which a response was not measured
from a participant or responses that were excluded from
analysis due to the reasons stated previously (i.e., inconsis-
tent shifts in intensity, extreme values in intensity due to
glottal fry).

Response magnitude was calculated by measuring the
maximum or minimum peak of the response based on the
response direction in a window of 60-300 ms after perturba-
tion onset. This window was chosen because the minimum
latency of the vocal response is approximately 60 ms after
perturbation-onset, according to the timing of muscular
activation and corresponding changes in intensity,23−25 and
to avoid capturing a later volitional response that may occur
in the 300-400 ms window.26 Response latency was then
defined as the time-point of the peak response.

Statistical analyses were conducted with R version 4.0.5
(R Core Team, 2021) using RStudio version 1.4.1103 (RStu-
dio Team, 2021). One Bayesian mixed effects model was run
using the Stan modeling language27 and the R package
brms.28 Bayesian modeling was chosen in contrast to fre-
quentist modeling because of the flexible ability to define
hierarchical models that include the maximal random effect
structure as recommended by Barr et al.29. Weakly informa-
tive priors were specified for all model parameters. The
model used maximal random effect structures, including a
random intercept for participants and random slopes allow-
ing the fixed effects to vary by participant.

The model assessed changes in loudness shift response
magnitude and latency by task (sentence vs. vowel),
TABLE 1.
Numbers of Following, Opposing, and Non-Responses
for the Phrase and Vowel Task Conditions.

Sentence Vowel Total

Following 79 91 170

Opposing 81 90 179

Total 160 181 349
perturbation direction (+/- 3 or 6 dB), and response direc-
tion (opposing vs. following). For the model predictors, we
used regularizing Gaussian priors (m = 0, s = 10) for all var-
iables, signifying that we assumed no effect of the predictors
on response magnitude and latency. For the random effects,
a half Cauchy distribution was used for the standard devia-
tion (m = 0, s = 0.1) and an LKJ(2) distribution for the cor-
relation. For the residual standard deviation, a half Cauchy
distribution was used (m = 0, s = 1).

Four sampling chains with 2,000 iterations were run for
each model, with a warm-up period of 1,000 iterations.
Ninety-five percent credible intervals (CI’s) and probability
of direction (pd) are reported for each effect. Probability of
direction is the probability that a parameter is positive or
negative.30 Given that a value of zero indicates no effect, a
higher pd value indicates a greater probability that the effect
is greater than zero. The 95% CI means that we are 95% cer-
tain that the true value lies within the specified interval. The
determination of whether there is compelling or robust evi-
dence for an effect is decided whether the 95% interval
excludes with zero, and pd is greater than 95%.
RESULTS
Of the 349 total responses, there were 179 opposing
responses (81 in the sentence task, 98 in the vowel task) and
170 following responses (79 in the sentence task, 91 in the
vowel task) (Table 1). A Bayesian generalized linear model
was run to determine if the number of opposing or following
responses differed by task or perturbation magnitude. Con-
tingent on the data and the model, there were no robust dif-
ferences in the count of responses for any condition,
indicating that speakers opposed and followed the perturba-
tion for all perturbation magnitude and production condi-
tions. See Figure 2 for the averaged responses across all
participants and conditions.
Response magnitude
Table 2 displays the 95% credible intervals and median esti-
mates for absolute response magnitude by production task
(sentence vs. vowel), perturbation magnitude (+/- 3 or 6
dB), response direction (opposing vs. following), and the
interactions among them. Contingent on the data and
model, there are two robust main effects for task and pertur-
bation magnitude. First, there is compelling evidence that
response magnitude was greater in sentence production
than sustained vowel production. Overall, responses were
1.08 dB larger in sentence production (95% CI = [0.80,
1.37]). For perturbation magnitude, response magnitude
(averaged across tasks) was larger for -6 dB shifts vs. -3 dB
shifts (b = 0.25 dB, 95% CI = [0.08, 0.43]), -6 dB shifts vs.
+6 dB shifts (b = 0.30 dB, 95% CI = [0.12, 0.47]), and
+3 dB shifts vs. +6 dB shifts (b = 0.21 dB, 95% CI = [0.01,
0.41]) (see Figure 3). Interestingly, larger perturbation mag-
nitudes elicited larger loudness responses only for down-
ward perturbations; the opposite effect was observed for
upward perturbations. Note that the robust main effect for



FIGURE 2. Averaged intensity responses by perturbation magnitude and direction, and response direction with intensity (dB) on the Y-
axis and time (s) on the x-axis. The averaged intensity responses across participants for opposing responses (solid line) and following
responses (dashed line) in sentence production (red line) and sustained vowel production (blue line). In the left-hand column are the
responses to 3 dB perturbations and the right-hand column are the responses to the 6 dB perturbations. The top row displays upward pertur-
bations, and the bottom row displays downward perturbations.
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perturbation magnitude is averaged across sentence and sus-
tained vowel production and, therefore, overall differences
in perturbation magnitude may not be apparent in Figure 2.

There were also robust interactions for perturbation mag-
nitude and task, and perturbation magnitude and response
direction. When looking at the interaction between pertur-
bation magnitude and task, the robust differences for
TABLE 2.
Median Estimate and 95% Credible Interval for the Bayesian Mu
Task, Perturbation Magnitude, Response Direction, and Their
Response Latency of the Loudness-Shift Reflex. Probability of D
is Strictly Positive or Negative. Bolded Parameters Indicate S
Effects Estimates are Included for s2, Between-Subject Varian
and Total Number of Observations.

Resp

Predictors Estimates

Intercept 1.93

Task (Vowel) �1.17
Perturbation Magnitude �0.06
Response Direction (Opposing) 0.06

Task: Perturbation Magnitude 0.06
Task: Response Direction 0.19

Perturbation Magnitude: Response Direction 0.08
Task: Perturbation Magnitude: Response Direction �0.08
Random Effects
s2 0.00

t00 0.00

ICC 0.18

N subj 25

Observations
response magnitude among perturbation magnitudes were
only observed in sentence production. During sentence pro-
duction, response magnitude was larger for -6 dB shifts vs.
-3 dB shifts (b = 0.36 dB, 95% CI = [0.12, 0.460]), -6 dB
shifts vs. +6 dB shifts (b = 0.53 dB, 95% CI = [0.27, 0.77]),
and +3 dB shifts vs. +6 dB shifts (b = 0.44 dB, 95%
CI = [0.14, 0.70]). There were no robust differences by
ltivariate Mixed Effects Regression Model on the Effect of
Interactions on Absolute Response Magnitude and Peak
irection (pd) Indicates the Probability That the Parameter
tatistically Compelling Evidence for the Effect. Random
ce (t00), Intra-Class Coefficient (ICC), Number of Subjects,

onse Magnitude Response Latency

CI (95%) pd Estimates CI (95%) pd

(1.62, 2.23) 100% 0.19 (0.17, 0.20) 100%

(�1.49, �0.84) 100% �0.01 (�0.04, 0.01) 88.48%

(�0.09, �0.04) 100% �0.00 (�0.01, �0.00) 99.42%
(�0.12, 0.23) 75.05% �0.01 (�0.03, 0.02) 69.75%

(0.02, 0.10) 99.95% 0.00 (�0.00, 0.01) 82.83%

(�0.04, 0.43) 94.38% 0.08 (0.06, 0.11) 100%
(0.04, 0.11) 100% 0.01 (0.00, 0.01) 99.95%

(�0.12, �0.02) 99.78% �0.01 (�0.01, �0.00) 98.22%

349



FIGURE 3. Posterior distributions of the absolute response magnitude by perturbation magnitude (�6 dB, �3 dB, +3 dB, +6 dB) and pro-
duction task (sentence in blue, vowel in red). The full density curves of the model estimates are displayed along with points and whiskers rep-
resenting the median estimate, 66% credible interval (bolded whisker to the left of the density plot), and 95% credible interval (light whisker).
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perturbation magnitude for sustained vowel production.
The robust effect of perturbation magnitude on response
magnitude was also only robust for following responses.
Response magnitude (averaged across tasks) was greater in
following responses for �6 dB shifts vs. �3 dB shifts
(b = 0.27 dB, 95% CI = [0.03, 0.49]), �6 dB shifts vs. +3 dB
shifts (b = 0.24 dB, 95% CI = [0.01, 0.47]), �6 dB shifts vs.
+6 dB shifts (b = 0.52 dB, 95% CI = [0.29, 0.74]), �3 dB
shifts vs. +6 dB shifts (b = 0.25 dB, 95% CI = [0.02, 0.48]),
and +3 dB shifts vs. +6 dB shifts (b = 0.28 dB, 95%
CI = [0.04, 0.52]). Note again that because task is not
included in this interaction, response magnitude was aver-
aged across sentence and sustained vowel production.

The prevalent pattern across all of these results is that
response magnitude was greatest for �6 dB shifts and was
lowest for +6 dB shifts, particularly in sentence production
and for following responses. Additionally, response magni-
tude was greater in sentence production than sustained
vowel production for all perturbation magnitudes.
FIGURE 4. Posterior distributions of the peak response latency (s) by p
tion task (sentence in blue, vowel in red). The full density curves of the m
senting the median estimate, 66% credible interval (bolded whisker), and
Response latency
Table 2 also displays the 95% credible intervals and median
estimates for peak response latency by production task (sen-
tence vs. vowel), perturbation magnitude (+/�3 or 6 dB),
response direction (opposing vs. following), and the interac-
tions among them. Contingent on the data and model, there
is compelling evidence that peak latency was later in vowel
production than sentence production for opposing responses
(b = �0.07 s, 95% CI = [�0.09, �0.05]) as shown in
Figure 4. Within vowel production alone, response latency
was shorter for following responses than opposing responses
(b = �0.08 s, 95% CI = [�0.10, �0.06]).

Figure 5 displays the complex three-way interaction
for peak response latency by task, perturbation magni-
tude, and response direction. The overall pattern dis-
played a task effect for peak response latency only for
opposing responses: when the loudness response opposed
the perturbation direction, the peak response latency was
faster in sentence production than in sustained vowel
erturbation magnitude (�6 dB, �3 dB, +3 dB, +6 dB) and produc-
odel estimates are displayed along with points and whiskers repre-
95% credible interval (light whisker).



FIGURE 5. Median estimate (point), 66% credible interval (bolded whisker), and 95% credible interval (light whisker) for peak response
latency (s) by perturbation magnitude (�6 dB, �3 dB, +3 dB, +6 dB), production task (sentence in blue, vowel in red), and response direc-
tion (following vs. opposing).
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production. This task effect was not observed for follow-
ing responses.
DISCUSSION
In this study, auditory feedback control of vocal intensity
was found to be modulated by speaking task, similar to con-
trol of fo. When loudness auditory feedback perturbations
were applied to ongoing speech, the resulting vocal intensity
responses were larger in sentence production than sustained
vowel production, similar to findings from12 using pitch
auditory feedback perturbations. These results demonstrate
that auditory targets for both intensity and fo are scaled for
the precision required in each task. Error correction was
larger in sentence production than sustained-vowel produc-
tion, supporting the hypothesis that there was a greater
degree of mismatch calculated between the scaled auditory
target and the perturbation in auditory feedback in the sen-
tence-production task. In other words, it is theorized that
when the auditory feedback control system compared the
intended output of vocal intensity with the perceived output
(i.e., the perturbed loudness feedback), it produced larger
corrective responses in sentence production because the
intended target had a more specified target range and so a
larger response gain was required. As shown in Figure 1,
specific auditory targets are required in sentence production
to produce the intended prosody for the sentence. Therefore,
the auditory target is scaled for precision so that the correct
and intended prosodic meaning is conveyed. In contrast, the
auditory targets for sustained-vowel production can be
highly variable because there are no prescribed pitch or
loudness targets to produce. When there is a perceived error
in vocal loudness, a greater response gain is needed for cor-
rection in sentence production because it is theorized that
there is greater distance between the perceived error and the
more precise auditory target.

Although modulation of the vocal intensity response by
speaking task was observed, there was not a consistent
pattern of modulation by perturbation magnitude in which
responses were larger for larger perturbations. In sustained-
vowel production, vocal intensity responses did not robustly
differ in magnitude for 3- or 6 dB perturbations. This find-
ing is consistent with Bauer et al.7 in which, during sus-
tained-vowel production, there were significant differences
in response magnitude for 1 dB perturbations vs. 3- and 6-
dB perturbations, but not between 3- and 6-dB perturba-
tions. For the current study, in sentence-production, there
were inconsistent patterns of response magnitude by pertur-
bation magnitude. For downward perturbations, intensity
responses were robustly larger for �6 dB perturbations than
�3 dB perturbations. However, the opposite trend was
observed for upward perturbations in which intensity
responses were larger for +3 dB perturbations than +6 dB
perturbations. These inconsistent patterns of response sug-
gest that auditory feedback control of vocal intensity is not
modulated by perturbation magnitude above a 3 dB pertur-
bation. The threshold at 3 dB is specified because there is
evidence of modulation by perturbation magnitude for
smaller loudness perturbations. In Bauer et al.,7 vocal inten-
sity responses in sustained-vowel production were signifi-
cantly smaller in response to 1 dB perturbations than 3 or
6 dB perturbations; additionally, there were no significant
differences in response magnitudes for 3 and 6 dB perturba-
tions in this previous study. Taken together, the results from
this current study and previous research support the inter-
pretation that perturbation magnitude only modulates vocal
intensity responses for smaller loudness perturbations, and
that the threshold may be close to 3 dB perturbations. This
finding mirrors that from pitch perturbation studies in
which beyond a 200-cent perturbation, the error is no longer
perceived as self-induced.31 It is possible that beyond a 3 dB
perturbation, the error is similarly no longer perceived as
self-induced and a smaller correction gain is applied.

A novel aspect of this study was the isolation of the vocal
intensity response to identify response direction (i.e., oppos-
ing or following the perturbation direction) by calculating
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difference curves of the waveforms in a trial-by-trial manner
before averaging the trials together. This method allowed
for the observation of response direction of the intensity
responses regardless of the intonation contour. Without this
different curve calculation, it would be difficult to identify
opposing or following responses in sentence production.
Response direction is identified by comparing the mean
intensity in a window after the perturbation to the mean
intensity in a window prior to the perturbation and then
comparing the direction of the response with the direction
of the perturbation. Without subtracting the natural varia-
tion in intensity, it would be challenging to identify whether
a change in intensity was due to the perturbation or simply
the intonation of the sentence. The implementation of a
trial-by-trial difference curve analysis is recommended in
future perturbation studies to isolate the intensity response
and accurately label the response direction.

Focusing on response direction in the current study, there
were no robust differences in the number of opposing or fol-
lowing responses by speech task or perturbation magnitude
or direction. Response direction has recently been inter-
preted as a function of whether the speaker perceives the
perturbation as an internal error or an external manipula-
tion.32 There are a few possibilities for the high number of
following responses in this experiment. First, it is possible
that the constrained nature of the experimental tasks elicited
more following responses because participants perceived the
perturbations as experimental manipulations. Along this
line of thought, it is also possible that the presence of larger
perturbations (+/�6 dB) elicited more following responses
because they were not always perceived as self-induced
errors. Finally, this study categorized response direction dif-
ferently from previous loudness-perturbation studies by first
calculating trial-by-trial difference curves before labeling
response direction. Without calculating difference curves,
our categorization of response direction could have been
confounded by natural variation in intensity. While this
final possibility could account for the higher number of fol-
lowing responses in sentence production, given the high var-
iability in intensity due to changes in intonation, it is
unlikely to account for the differences in sustained-vowel
production compared to previous studies.7,33 The most
likely explanation, therefore, is that participants perceived
many of the perturbations as experimental manipulations,
resulting in more following responses than usual.

In terms of response magnitude, opposing responses did
have robustly larger intensity responses than following
responses, an indication that opposing responses may reflect
a more corrective mechanism than following responses.
Interestingly, there was an interaction between response
direction and perturbation direction in which opposing
responses to upward perturbations were larger than follow-
ing responses to upward perturbations. This result may be
because speakers perceived upward perturbations as follow-
ing the intended loudness trajectory, and therefore did not
produce as large of a response. For the sentence, “You
know Nina?” there is a natural rise in intensity at the end of
the sentence that follows the rise in fo. Given this rise in
intensity, it would make sense that speakers would not cor-
rect for upward loudness perturbations as much. For
response latency, opposing responses were more delayed
than following responses, potentially indicating that there is
less of a delay to follow a response than to oppose a
response.

Peak response latency was also robust for the speech task
and response direction. Peak responses in sentence produc-
tion occurred earlier than in vowel production for opposing
responses, indicating that the timing of the vocal responses
may be related to the specification and precision of the audi-
tory target. Additionally, there may be a greater demand on
the audio-vocal system in sentence production to respond
faster than in sustained vowel production because of the
timing demands in the production of the sentence. This lat-
ter interpretation is supported by a finding in which latency
was shorter for vocal fo responses in sustained vowel tasks
when an individual was intending to change fo.

34 When
there are timing demands in production for changing inten-
sity or fo, the auditory feedback control system may produce
more rapid corrective responses, which, in this study, is
defined as the time-point of the peak of the response. This
interpretation is supported by the Economy of Effort theory
described in the introduction.15,16 The goal of the motor
speech system is to retain efficiency while maintaining
intelligibility. Therefore, the auditory feedback control sys-
tem will adjust the speed of response depending on the
demands of the production task.
Limitations
Although the results from this study are compelling, there are
several limitations that should be addressed. It is possible that
having visual feedback of their vocal loudness affected the par-
ticipants’ control of vocal intensity. However, it is highly
unlikely that participants were able to adjust the intensity of
their voice fast enough to match the movement changes in the
sound level meter corresponding to the perturbations.7 For the
purpose of the study, it was more important to assist partici-
pants with maintaining a relatively constant vocal intensity
than to allow for a potential change in intensity during the per-
turbations. In natural speech production, speakers tend to
reduce their vocal intensity toward the end of an utterance as
breath support is decreased.8

Another limitation is that the production tasks were
highly constrained and may not be representative of typical,
everyday speaking patterns. A study on loudness auditory
feedback in less constrained speaking tasks is much needed
to determine the generalizability of these findings. However,
studies with less constrained speaking tasks would require
substantial modifications to the current perturbation para-
digms. Next, while the analysis in this current study focused
on intensity responses to loudness perturbations, the experi-
mental procedure also utilized pitch perturbations in alter-
nating blocks. It is possible that experiencing both pitch and
loudness perturbations in a single experimental session
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could alter the vocal responses to both, although this has
not been tested. Lastly, the timing of the loudness perturba-
tion in the sentence is likely to have an impact on the magni-
tude and timing of the intensity responses. The loudness
perturbation was applied on the stressed syllable of the
stressed word “Nina” in the sentence, “You know Nina?”
Because the perturbation was placed on the stressed word, it
is likely that the response is affected by segmental produc-
tion of the stressed word. Future studies using loudness per-
turbations would benefit from applying perturbations on
different words in a sentence to determine the effect of sen-
tence stress on the intensity response.
CONCLUSION
Overall, the findings of this study demonstrate that auditory
feedback control of vocal intensity is modulated by speak-
ing task similarly to auditory feedback control of fo. Vocal
intensity responses to loudness auditory feedback perturba-
tions were larger in magnitude and occurred earlier in sen-
tence-production than sustained-vowel production. This
result demonstrates that auditory targets for vocal intensity
are scaled by task for precision. Additionally, perturbation
magnitude syllables modulated intensity responses to a dif-
ferent extent. The size of the response magnitude did not dif-
fer based on the size of the perturbation for 3- and 6 dB
perturbations; however, based on prior research, it appears
that smaller perturbations of 1 dB elicited a differential
response magnitude. It is proposed that there may be a
threshold around 3 dB in which the intensity response is
scaled by the magnitude of the perturbation. No differences
were found for the number of opposing and following
responses by task or perturbation condition. However,
opposing responses were larger and more delayed than fol-
lowing responses. Overall, these results demonstrate that
auditory feedback control of intensity is modulated by
speaking task for precision and efficiency.
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