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Abstract

The urban scaling framework views cities as integrated socioeconomic networks of interactions

embedded in physical space. A crucial property of cities highlighted by this approach is that cities

act to mix populations, a mixing both facilitated and constrained by physical infrastructure.

Operationalizing a view of cities as settings for social interactions and population mixing—

assembling a set of spatial units of analysis which contain the relevant social aspects of urban

settlements—implies choices about the use of existing data, the assignation of data to locations,

and the delineation of the boundaries of urban areas, all of which are far from trivial research

decisions. Metropolitan areas have become the spatial unit of choice in urban economics and

economic geography for investigating urban life as they are seen as encompassing the distinct

phenomena of “urbanity” (proximity, density) and social interactions indirectly captured through

a unified labor market. However, the population size and areal extent of metropolitan areas, as

most often defined, render opaque the distinction between two salient types of urban population:

those who work and those who reside within a metropolitan area. These two sets of individuals,

among whom of course there is great overlap, putatively engage in different economic and social

interactions which are in turn differently embedded in physical space. Availing ourselves of

Swedish micro-level data for two distinct spatial units, t€atorts (“dense localites”) and local labor

markets, we can distinguish which types of populations and which types of spatial agglomerations

are responsible for the observed scaling effects on productivity and physical infrastructure.

We find that spatially contiguous labor markets are not enough to generate some of the most

salient urban scaling phenomena.
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Introduction

The perspective that all cities—across eras, geographies, and cultures—share some funda-
mental socioeconomic processes as well as certain predictable quantitative properties has
recently coalesced into urban scaling theory (Bettencourt, 2013; Bettencourt and Lobo, 2016;
Bettencourt et al., 2007, 2008). Urban scaling theory draws on insights from urban eco-
nomics, economic geography, and regional science and shares with these disciplines a
common explanation for the existence and development of cities as resulting from the
interplay between centripetal and centrifugal “forces” (Colby, 1933; Fujita et al., 1999;
Isard, 1956). The nucleation forces in turn result from the socioeconomic advantages of
concentrating human populations in space after accounting for the costs (Glaeser, 2011).
These are known as agglomeration or scaling effects and constitute the foundational con-
cepts for explaining the formation and persistence of cities anywhere (Duranton and Puga,
2004; Rosenthal and Strange, 2001). Urban agglomeration effects are based on the obser-
vation of systematic changes in average socioeconomic performance, land-use patterns, and
infrastructure characteristics of all cities as functions of their population size (O’Flaherty,
2005). Population size is arguably among the most important determinants and consequents
of socioeconomic development and change (Boserup, 1981; Carneiro, 2000; Johnson and
Earle, 2000). Such relations are known across the sciences as scaling relations, which relate
macroscopic properties of a system—here a city—to its scale, or size (Barenblatt, 2003;
Brock, 1999). For this reason, the systematic study of such relationships in cities is
known as urban scaling.

The urban scaling framework views cities as integrated socioeconomic networks of inter-
actions embedded in physical space (Bettencourt, 2013). A crucial property of cities highlight-
ed by this approach is that cities act to mix populations: that is, even if people in the city
explore different locations at different times, anyone can in principle be reached and interacted
with by anyone else. The mixing of population is both facilitated and constrained by physical
infrastructure, the presence of which is often used to demarcate urban from non-urban
(Ratcliffe et al., 2016). But operationalizing a view of cities as settings for social interactions
and population mixing—assembling a set of spatial units of analysis which contain the rele-
vant social aspects of urban settlements—implies choices about the use of existing data, the
assignation of data to locations and the delineation of the boundaries of urban areas, all of
which are far from trivial research decisions (Uchida and Nelson, 2010).

The concern that observed or inferred relationships between socioeconomic variables and
physical characteristics of urban areas are unduly restricted by the choice of spatial unit of
analysis, or even more starkly, are artifacts of such a choice, has a long vintage in urban
studies. This issue is often referred to as the Modifiable Areal Unit Problem (MAUP): “. . . the
areal units (zonal objects) used in many geographical studies are arbitrary, modifiable, and
subject to the whims and fancies of whoever is doing, or did, the aggregating” (Openshaw,
1983: 3). For studies of contemporary urban systems, the definition of functional cities, as
integrated socioeconomic units, has become the common standard for many scientific analyses
of the properties of cities and urban systems (Glaeser et al., 1992). The U.S. Census Bureau
has a long-standing, and arguably the most consistent, definition of functional cities, known
as Metropolitan Statistical Areas (MSAs), whose grounding in theoretical considerations was
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developed in the 1960s (Berry, 1967; Berry et al., 1969; Fox, 1968; Fox and Kumar 1965).
MSAs are in effect unified labor markets reflecting the frequent flow of goods, labor, and
information, which in turn is a proxy for intense socioeconomic interactions (Glaeser et al.,
1995). An effort to define functional cities in a conceptually meaningful and empirically con-
sistent manner has been recently undertaken by the Organization for Economic Cooperation
and Development (OECD), in collaboration with the European Union (OECD, 2012). This
has resulted in a new set of harmonized metropolitan area definitions across the EU and other
OECD nations. At present, these definitions represent the most consistent attempt to define
functional urban areas in Europe, making contact with those of other nations such as, for
example, the USA, Mexico, and Japan.

Metropolitan areas (MAs) encompass the distinct phenomena of “urbanity” (proximity,
closeness, and density) and social interactions indirectly captured through a labor market.
However, the population size and areal extent of metropolitan areas, as most often defined,
render opaque the distinction between two salient types of urban population: those who
work and those who reside within a metropolitan area. These two sets of individuals, among
whom of course there is great overlap, putatively engage in different economic and social
interactions which are in turn differently embedded in physical space. Metropolitan areas
are defined in accordance with commuter flow patterns, so very nearly all the employed
people work and live in the same metropolitan area. It is only at geographical scales below
the MAs level that differences in work and residential locations emerge. A business district
within an urban core may be the setting for intense socioeconomic interactions during work
hours but be devoid of people come nighttime. And the interactions among residents of a
neighborhood might also be intense and of consequence but different from those engaged in
by co-workers in the same firm or industry.

The distinction between residential and work locations is analytically important because
metropolitan areas encapsulate both the residential and workplace uses of physical space in
a single geographic unit obscuring the ability to test which interactions are generative to
scaling results. In the case of urban scaling relationships, the fact that many of the reported
empirical regularities have been obtained using data for metropolitan areas has animated
the criticism that such regularities are an artifact of the choice of metropolitan areas as unit
of analysis (Arcaute et al., 2015; Depersin and Barthelemy, 2018; Leitao et al., 2016).
By increasing geographic granularity, an investigation may be able to distinguish which
types of interactions are associated with different scaling outcomes. Furthermore, by
separating metropolitan populations into its residential and working components, we con-
tribute to ongoing efforts at elucidating how the distribution of specific urban attributes
generates observed aggregate scaling patterns (see, e.g., Cottineau et al., 2017, 2018;
Keuschnigg et al., 2019; Sarkar, 2018; Sarkar et al., 2016).

In the present discussion, we avail ourselves of micro-level data (individuals and their
wage income, place of work and place of residence) provided by Statistics Sweden for two
spatial units defined by Statistics Sweden which represent different socioeconomic uses of
physical space, t€atorts (“dense locality”) and local labor markets (LAs). T€atorts delineate
spaces of an “urban” nature based on population density and the built environment while
LAs trace regions based on labor flows and do not have a strong “urban” nature uniformly
within their boundaries. Both types of spatial units are somewhat independent of adminis-
trative boundaries and, with the exception of the largest few, are smaller (population-wise)
than metropolitan areas. For both types of spatial units we are able to track those who use
the space for residential purposes (referred to here as “nighttime population”) and those
who labor inside the space (referred to here as “daytime population”). The yearly data
covers the period 1990 to 2015. Differentiating between types of population utilizing
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different physical spaces and infrastructures makes it possible in turn to isolate the role of

different types of social interactions in generating modern urban scaling phenomenon.
The discussion is organized as follows. The next section provides a summary description of

the urban scaling theoretical framework. The formalism that underlies urban scaling theory,

and the proposed mechanisms for generating predicted scaling relations, are very general and

are not tailored to the specific characteristics of modern cities or even restricted to settlements

of a certain size.1 The spatial units (in which social interactions are embedded), as well as the

population and wage income data used in the investigation are described in the Estimation

Framework and Results section. We conclude by discussing implications of our findings for

urban scaling analysis.

Urban scaling framework

We proceed by explicitly stating the quantitative expectations and realm of applicability of

urban scaling theory as a model for analyzing cities and urban areas (for a more detailed

treatment see Bettencourt (2013) and for more discussion of the topological aspect’s see

Bettencourt and Lobo (2016)). Scaling relations—which imply proportionality between changes

in the values of the independent and dependent variable—are naturally written in terms of

power-law functions (Barenblatt, 1996). The urban scaling framework proposes that any city-

wide property (e.g. total economic output or built-up area), denoted by Y, should be written as

Yi ¼ Y0N
b
i e

n (1)

where Ni refers to the population of the ith city in an urban system, Y0 is a baseline prefactor

common to all cities, b is a dimensionless scaling exponent (or elasticity, in the language of

economics) and n are statistical fluctuations accounting for deviations in each city from the

expected (power-law) scaling relationship. (The variables can all be easily made time-

dependent by modifying the notation). The term Y0 captures system-wide socioeconomic

development. The choice of a power-law function form assumes that the effect on the

dependent variable of increasing population size is not additive but multiplicative which

is to say that the increase in Y is driven by the interaction of many factors observationally

summarized in an increase in population size (Bettencourt et al., 2013; Coffey, 1979). We

note that equation (1) is formally equivalent to the production function used in Glaeser et al.

(1995) in which capital and labor are assumed to move freely among urban areas and

differences in urban output are attributed to location-specific differences in productivity

and not to differences in capital-to-labor ratios.
There are different quantitative expectations for the b exponents corresponding to dif-

ferent urban metrics. To calculate the expected value of these exponents, urban scaling

theory proposes a self-consistent model of socioeconomic networks embedded in urban

built space, as decentralized infrastructure networks (Bettencourt, 2013). Urban scaling

theory builds on a long analytical tradition which describes a city functionally as a

(short-term) spatial equilibrium whose spatial extent is set by the balance of density-

dependent socioeconomic interactions and transportation costs (Richardson, 1973) The

general features of this equilibrium can be obtained, as in an Alonso–Muth–Mills type

model (Alonso, 1964; Glaeser, 2007; Mills, 1967; Muth, 1969), via a simple argument equat-

ing the expected costs of mobility, c, to the per capita net benefits accruing from social and

economic interactions in the city, y.
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The costs of spatial movement are set by the typical length scale of the city, L ¼ ffiffiffiffi
A

p
,

where A is the area of the city, via a fractal dimension of movement (H) and a cost per unit

length, e, leading to

c ¼ eA1=2 (2)

It can be argued that the intensity of socioeconomic interactions is set, on average, by the

population density over the built area, and thus can be written as

y ¼ G
N

A
(3)

where G is a term translating interactions into benefits (which include but are not restricted

to the value of economic transactions). The notion, that increasing productivity derives from

the concentration, intensification, and differentiation of social interactions, goes back at

least to Adam Smith and is the basic idea behind economics models of agglomeration effects

(Jones and Romer, 2010; Storper and Venables, 2004). Human effort is bounded, of course,

which requires that G be, on average, independent of N. Bounded effort is in general a

function of human constraints and urban services and infrastructure. Equating these costs

and benefits defines the area extent of the city in terms of its population size

AN ¼ G

e

� �2=3

N2=3 ¼ aN2=3 (4)

The area AN increases with more productive interactions, e.g., due to economic growth,

and decreasing transportation costs, as is observed in world-wide patterns of urban sprawl

over time (Angel et al., 2016).
As cities grow, space becomes occupied and transportation of people, goods, and informa-

tion is channeled into decentralized networks (Batty, 2009; Kropf, 2018; Morris, 1979). The

space created by these networks is different from the circumscribing area and can be thought of

as an “infrastructural area,” AI, in which socioeconomic interactions occur. Assume that there

is a quantity of infrastructure per capita, d, which is proportional to circumscribing area (AN,

the physical space in which social and economic interactions are embedded)

d� AN

N

� �1=2

(5)

with total network (or infrastructure) proportional to population size

AI�Nd ¼ N
AN

N

� �1=2

¼ A
1=2
N N1=2 ¼ aN2=3ð Þ1=2N1=2 ¼ a1=2N5=6 (6)

Let us assume now that total urban socioeconomic outputs (Y) are proportional to local

interactions embedded in infrastructure area so that

Y ¼ yN ¼ G
N2

AI
¼ G

N2

a1=2N5=6
¼ Y0N

7=6 (7)

Strumsky et al. 235



Equation (7) embodies the perspective that cities are concentrations not just of people,
but rather of social interactions (a point emphasized by Jane Jacobs, 1969). The urbanized
area of a city is thus naturally sublinear on its population size, while socioeconomic outputs
resulting from social interactions are superlinear. This superlinear phenomenon is a spatially
embedded version of “network effects” in which the benefit of participating in a network is
proportional to its number of links, not nodes (Rohlfs, 1974; Shapiro and Varian, 1998).

We have two explicit statements (predictions) as to what the urban scaling coefficients
should be for the areal extent of an urbanized area and for a measure of socioeconomic
outputs: barea ¼ 2=3 ffi 0:66 and boutput ¼ 7=6 ffi 1:16. Note that these coefficients result not
only from geometric considerations but also from assumptions regarding social interactions
among individuals in the city.2 These individuals do not form an undifferentiated mass but
constitute sociologically and economically distinct populations (or sub-populations of a
larger population): residents, economic agents, retirees, students, etc. The predicted urban
scaling coefficients represent the presence and activity of different types of urban population
interacting differently in different urban spaces. We use micro-level data for Swedish urban
areas to capture the scaling effects of two different populations using urban space: the
collection of individuals residing in an urban space (“nighttime population”) and the
collection of individuals working in an urban space (“daytime population”).

Spatial units and data

Urban areas and labor markets

A t€atort (“dense locality” in Swedish) is a geographical area defined by Statistics Sweden
based on a certain number of population and building characteristics. It has a minimum of
200 inhabitants and the distance between buildings does not exceed 200 meters. A t€atort
may be a city, town, or larger village. T€atorts have been consistently defined since 1960
and were the focus of the first investigation of urban scaling (Nordbeck, 1971). The 200-
meter-rule can sometimes be abrogated if the t€atort influences a larger land area. In the case
of a smaller t€atort, without a proper “urban core,” the distance between the buildings can be
less than 200 meters. The built-up environment includes all residential units (houses,
apartment blocks, uninhabited houses, and vacation homes), and structures only used as
workplace activities (workplaces, offices, warehouses, etc.). Buildings related to farming
activities are not included. The 200-meter-rule is not valid if the area between the buildings
can be used for public purposes, e.g. infrastructure, parking lots, parks, sports facilities, and
cemeteries (this is also the case for warehouses, railways and harbors). T€atort spatial bound-
aries are independent of administratively set boundaries, e.g. associated with political
municipalities. The number of t€atorts has changed over the years, today approximately
87% of the Swedish population lives in a t€atort. The area of a t€atort is not fixed but
varies according to the criteria of density and built-up environment. We highlight here
that the “urban” nature of a t€atort resides (no pun intended) in certain types of buildings
being located in close proximity to each other.

Another definition of a Swedish functional region is a local labor market (“lokal
arbetsmarknad” in Swedish). LAs are an attempt at delineating geographical areas of inte-
grated economic activity, such as labor markets connected by commuting flows. However,
not all parts of an LA are built-up land but can also to a certain extent consist of rural areas,
farm land, and forests. This implies that an LA includes a number of t€atorts and also the
land area surrounding them where there may be a lower population density or even farm
land. In that sense, Swedish LAs are not equivalent to U.S. Metropolitan Statistical Areas
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or similar definitions of functional cities in OECD nations (OECD, 2012). Furthermore,
Swedish LAs do not need to satisfy a minimum number of inhabitants threshold, but they
do require a “core.” The core criteria set by Statistics Sweden are: (1) the share of individuals
that commute to work in another municipality must not exceed 20%, and (2) the “out-
commuters” must not exceed 7.5% to another single municipality within the labor market.
The municipality which fulfills these criteria is then described as the core of an LA and the
municipality is considered “self-sufficient” when it comes to labor. (Note that an LA can
have more than one core municipality.) The surrounding municipalities are connected to the
LA core municipalities based on their commuting patterns. There is also a geographical
maximum for an LA in the sense that only two outward “links” are allowed. So you would
have the core municipality, a neighbor municipality, and then possibly a municipality adja-
cent to the neighbor.

In the majority of cases, an LA consists of a number of municipalities where one (or
several) municipalities are defined as a core, while the other municipalities are the
“periphery.” There are some cases in which the municipality and the LA are the same spatial
unit, mostly in the northern parts of the country where municipalities cover large tracts of
land (as well as in the case of the island of Gotland). The definition of an LA builds on
classic concepts of central place theory where the core (the central place) consists of the
majority of the economic activity while the periphery is home to most of the labor force,
which commutes to in and out of the center (Isard, 1956). The strength of the core and its
need for labor determine the commuting distance. The LA definition has changed over time
and the number of LAs has decreased. Based on LA definitions from Statistics Sweden, the
number of LAs has decreased from 187 in 1970 to 81 in 2006. The results presented here are
based on using the current (2006) definition and count of LAs and imposing these bound-
aries to all periods.

The set of LAs constitute a complete tiling of the territory of Sweden, and thus include
land that is sparely populated and decidedly not urban by other measures, which is not the
case for t€atorts. Since LAs are not obligatorily defined around urban areas, these labor
markets include farming communities and mining regions as well as major urban areas such
as Stockholm. Figure 1 shows the partitioning of Sweden into LAs and t€atorts.

Populations and wage income

The Swedish micro-data (Microdata Online Access, MONA is the Swedish acronym) is a
dataset that consists of all individuals in Sweden with a “right of residence.”3 The
individual-level characteristics registered in the dataset include age, gender, immigration
background, educational attainment and background, occupation, and wage incomes
(which includes wages from employment and income from self-employment). Wage
income, by excluding any governmental transfer, rental income, stock dividends, or invest-
ment interest, can be considered a measure of individual-level productivity. Individuals’
identity is censored to protect privacy, but such characteristics can be tallied at the level
of a t€atort and an LA. The micro-level data also cover all establishments (physical places of
work) in Sweden enabling the matching of individuals to the establishments they work in
and to data on self-employment.

Using the Swedish MONA data, we are able to track the exact residential location of each
individual and also the exact location of their workplace. Based on this information, we can
measure the wage income that individuals bring home (“nighttime population”), and also
the geographical source of these incomes (“daytime population”). By examining the scaling
effects, the distinction between residential and working populations will not reveal a
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distinction for LAs since the daytime and nighttime activities are contained within the same

geographical boundaries. At the LA scale, with the exception of a small proportion of

commuters, a person’s workplace and residence are geographically overlapping, but there

are major differences when we examine the much smaller t€atort areas, since fewer individ-

uals simultaneously live and work within the same t€atort.
Table 1 shows the summary statistics of the variables used in the regressions for the year

2015—we show the statistics for only one year since the salient feature of the summary

statistics is the great variability exhibited by the data across the spatial units. As is easily

gleaned by looking at Figure 1, the areal extent of LAs and t€atorts differs significantly across

1. Stockholm
2. Uppsala
3. Nyköping
4. Katrineholm
5. Eskilstuna
6. Linköping
7. Norrköping
8. Gnosjö
9. Jönköping
10. Eksjö
11. Tranås
12. Älmhult
13. Ljungby
14. Växjö
15. Hultsfred
16. Kalmar
17. Oskarshamn
18. Västervik
19. Gotland
20. Karlshamn
21. Karlskrona
22. Simrishamn
23. Helsingborg
24. Kristiansta
25. Malmö
26. Halmstad
27. Falkenberg
28. Göteborg
29. Uddevalla
30. Strömstad
31. Bengtsfors
32. Borås
33. Lidköping
34. Skövde
35. Sunne
36. Karlstad
37. Årjäng
38. Filipstad
39. Hagfors
40. Arvika

Swedish Labor Market Areas

41. Åmål
42. Örebro
43. Karlskoga
44. Västerås
45. Fagersta
46. Arboga
47. Vansbro
48. Malung
49. Mora
50. Falun
51. Avesta
52. Ludvika
53. Gävle
54. Ljusdal

55. Söderhamn
56. Bollnäs
57. Hudiksvall
58. Sundsvall
59. Sollefteå
60. Örnsköldsvi
61. Strömsund

62. Åre
63. Härjedalen
64. Östersund
65. Storuman
66. Sorsele
67. Vilhelmina
68. Umeå
69. Lycksele
70. Skellefteå
71. Arvidsjaur
72. Arjeplog
73. Jokkmokk
74. Överkalix
75. Kalix
76. Övertorneå
77. Pajala
78. Gällivare
79. Luleå
80. Haparanda
81. Kiruna

Figure 1. Map showing local labor markets (LAs) and t€atorts in Sweden (2017).
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Sweden. Consequently, the daytime and nighttime populations, and total wages, differ

hugely across the spatial units. Do any of the predicted relationships between area and

population and output and employment emerge from such a sea of variability?

Estimation framework and results

Equation (1) is an average statement that cannot be obeyed exactly in every instance. This is

not only because all cities have specific local characteristics and urban indicators fluctuate

over time but, more fundamentally, because a continuous scaling relation must break down

in the limit of small discrete numbers (Bettencourt et al., 2010; Gomez-Leviano et al., 2012).

Assuming that n behaves approximately as Gaussian noise (with zero mean) justifies using

the simplest fitting procedure for Y versus N, a linear relation in logarithmic variables and

minimizing ordinary least squares (OLSs)

lnYi ¼ lnY0 þ blnNi þ ni (8)

where i indexes different cities in the urban system, the dependent variable denotes either

total wages or land area, and N is either the nighttime or daytime population. This implies

that the exponent b is the slope of the linear regression of lnYi on lnNi, and the prefactor,

lnY0, is its ordinate at the origin (N¼ 1). This implies that the scaling relation Y¼Y0N
b is

the expectation value of the approximately lognormally distributed stochastic variable Y for

a city, given its <N> |N¼Y0N
b.

The regression results—obtained using yearly data—are shown in Tables 1 and 2. The

regressions were estimated using a control for heteroskedasticity and the software package

Stata SE version 14. For each estimated fit, the R2 square is around 0.96. Note that since the

data used represent a statistical population, and not a sample, confidence intervals and

standard errors are not meaningful. Of course, the distance of any one observation from

the fitted line is a source of information, inviting an investigation as to why anyone spatial

Table 1. Summary statistics (year¼ 2015).

Daytime Nighttime

Employment Total wages Land area Population Total wages Land area

T€atorts
Mean 2070 6,798,473 275 3533 6,798,473 275

Std dev 22,645 71,650,615 1086 31,189 71,650,615 1086

Min 1 141,613 10 139 141,613 10

Max 892,027 2,920,596,277 38,163 1,219,382 2,920,596,277 38,163

CoV 10.94 10.54 3.95 8.83 10.54 3.95

# obs 1956 1956 1956 1956 1956 1956

las

Mean 55,176 179,259,491 5011 100,120 190,717,780 5011

Std Dev 144,700 525,864,101 4317 235,200 528,387,448 4317

Min 907 2,133,416 788 2160 3,137,151 788

Max 1,184,900 4,389,355,278 19,992 1,876,490 4,363,298,077 19,992

CoV 2.62 2.93 0.86 2.35 2.77 0.86

# obs 81 81 81 81 81 81

Land area is measured in hectares; wages measured in current Swedish kronor.
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unit exhibits behavior different from the expected average (Bettencourt et al., 2010); how-
ever, analysis of these deviations from the pattern are beyond the scope of the present study.

Table 2 shows the results for t€atorts and Table 3 for LAs. The headings Daytime and
Nighttime distinguish the two population variables: daytime working population and resi-
dent population, respectively. Beta(TW) and Beta(Area) denote whether the dependent
variable is total wages, accrued by those who work or reside in a specific spatial unit,
or the land area of the specified spatial unit. Since in every case the data use all of the
available observational spatial units and include all adult legal residents of Sweden, once
more the regression parameter estimates are population-based values, not samples, and thus

there is no standard error to be reported. The estimated values for the scaling coefficients
remained remarkably stable over a 25-year period as evidenced by the very small coefficient
of variation for the time series of coefficients.

Given that the preponderance of the Swedish population that reside within t€atorts, the
LA and the LA population contained within t€atort boundaries are very nearly identical
population counts. The distinction becomes relevant when considering regressions with land

Table 2. Scaling results for t€atorts (urban areas).

T€atort
Daytime Nighttime

Year

Beta

(TW)

Beta

(Area)

Beta

(TW)

Beta

(Area)

1990 1.11 0.37 1.02 0.67

1991 1.11 0.37 1.02 0.58

1992 1.11 0.38 1.02 0.59

1993 1.13 0.38 1.02 0.59

1994 1.14 0.39 1.02 0.59

1995 1.14 0.39 1.02 0.60

1996 1.13 0.40 1.02 0.60

1997 1.13 0.41 1.03 0.60

1998 1.13 0.41 1.02 0.60

1999 1.13 0.41 1.02 0.60

2000 1.12 0.41 1.02 0.60

2001 1.10 0.41 1.02 0.61

2002 1.11 0.42 1.02 0.61

2003 1.11 0.42 1.02 0.61

2004 1.12 0.43 1.02 0.61

2005 1.13 0.43 1.02 0.62

2006 1.13 0.43 1.02 0.62

2007 1.13 0.43 1.02 0.62

2008 1.12 0.43 1.02 0.62

2009 1.12 0.45 1.02 0.62

2010 1.13 0.45 1.02 0.63

2011 1.13 0.46 1.02 0.71

2012 1.10 0.53 1.03 0.71

2013 1.10 0.52 1.03 0.71

2014 1.10 0.52 1.03 0.70

2015 1.10 0.52 1.03 0.70

Mean 1.12 0.43 1.02 0.63

Std Dev 0.01 0.05 0.00 0.04

CoV 0.01 0.11 0.00 0.07
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area, as the amount of unpopulated land area with in LA can be significant (see Figure 1).

Since the results for the LAs and urbanized LAs are basically the same, for ease of expo-

sition, we discuss only the results for urbanized LAs. It is not surprising that scaling results

for t€atorts and LAs are different, after all they represent different ways of partitioning

physical space using socioeconomic criteria and thus represent different units of spatial

analysis (Spiezia, 2003).
The scaling coefficients obtained for t€atorts—spatial units intended to capture “urbanity”

through the built environment—conform to the expectations of the urban scaling frame-

work. Total wage income accrued by the individuals who work in t€atorts scales superlinearly
with employment population by a superlinear scaling coefficient of 1.13 (averaged across the

25 years of data), indicating the presence of interactions among individuals generative of

increasing returns to scale. The total wages earned by the population residing in t€atorts
scales nearly linearly with resident population, suggesting that the interactions among this

specific population does not generate increasing returns to scale. The total area of t€atorts

Table 3. Scaling results for LAs (local labor markets).

LAs
Daytime Nighttime

Year

Beta

(TW)

Beta

(Area)

Beta

(TW)

Beta

(Area)

1990 1.05 0.75 1.03 0.79

1991 1.05 0.75 1.03 0.75

1992 1.05 0.76 1.03 0.75

1993 1.05 0.76 1.03 0.75

1994 1.05 0.76 1.03 0.75

1995 1.05 0.76 1.03 0.75

1996 1.04 0.75 1.03 0.74

1997 1.04 0.76 1.03 0.74

1998 1.04 0.75 1.04 0.74

1999 1.05 0.74 1.04 0.73

2000 1.06 0.74 1.04 0.73

2001 1.05 0.74 1.04 0.72

2002 1.04 0.74 1.04 0.72

2003 1.04 0.75 1.04 0.72

2004 1.04 0.75 1.04 0.72

2005 1.05 0.75 1.04 0.72

2006 1.05 0.75 1.04 0.73

2007 1.04 0.75 1.04 0.73

2008 1.04 0.74 1.04 0.72

2009 1.05 0.74 1.04 0.72

2010 1.05 0.74 1.03 0.72

2011 1.05 0.74 1.04 0.75

2012 1.05 0.76 1.04 0.75

2013 1.05 0.76 1.04 0.75

2014 1.05 0.76 1.05 0.81

2015 1.05 0.76 1.05 0.81

Mean 1.05 0.75 1.04 0.74

Std Dev 0.01 0.01 0.00 0.03

CoV 0.01 0.01 0.00 0.03
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scales sublinearly with residential population (with an average coefficient of approximately
0.63) and working population (with an average coefficient of approximately 0.43).

The scaling coefficient obtained when using the nighttime population corresponds to that
predicted by the scaling framework for how areal extension should expand as population
increases; this is an expansion driven by rates of social interaction and decreasing costs of
moving within physical space. The increase in the area extent of t€atorts induced by an
increase in the number of individuals working in them is more compact than that predicted,
either as the result of expanding the area of movement or the expansion in infrastructure.
The land area of a t€atort is set by the built environment, both related to daytime
and nighttime activities, but it may be the case that most of the built environment
(especially in the outskirt of the t€atort) is primarily residential housing, which in turn
means that a larger share of the land area is used for residential purposes than for employ-
ment purposes.

In the case of LAs, which recall are regional labor markets, the scaling coefficients are
practically the same whether daytime or nighttime population data is used. The increase in
total wage income (a measure of socioeconomic output) with either working or residential
population is nearly linear indicating proportionality between population size and accrued
wage income (which, prima facie, signifies the absence of increasing returns). The scaling of
area with population is approximately 0.75, a value close to the predicted 5/6 for area as
shaped by decentralized networks for the flow of people, goods, and information.4

Discussion

The productivity advantage conferred by large population size and density (through a vari-
ety of mechanisms) is a stylized fact that has long been studied in urban economics (see, e.g.,
Abel et al., 2012; Ciccone and Hall, 1996; Echeverri-Caroll and Ayala, 2010; Glaeser, 1999;
Sveikauskas, 1975). The relationship between population size and the areal extent of cities
has also been a long-standing topic of interest in urban studies (see, e.g., Batty and Kim,
1992; Craig and Haskey, 1978; Marshall, 2007). The contribution of the urban scaling
framework is that such relationships are generated in a predictive manner, and the under-
lying processes producing scaling effects are conceived as social interactions embedded
in networks.

Urban scaling theory builds on over a century of urban models in geography, economics,
and complex systems. The central idea is that urban areas result from self-consistently
balancing incomes and costs, especially transportation, thus defining functional cities
implicitly through this budget constraint. The “urban” in “urban scaling” refers to the
same attributes that Edward Glaeser does when he describes cities as “the absence of phys-
ical space between people and companies. They are proximity, density, closeness.” (Glaeser,
2011: 6) What makes a settlement inherently “metropolitan”? A textbook definition
(O’Sullivan, 2011) defines cities as geographical areas with a concentration of individuals
and activities higher relative to the surrounding area. These characterizations illustrate the
general principle that the essence of urbanism is not physical space per se, but the frequent
and intense social interactions (“mixing”) among a diversity of individuals, occupations, and
organizations within a given space (Smith, 2019). However for “proximity, density, close-
ness” to facilitate social interactions in a sustained and cumulative fashion does require
physical infrastructure and social networks.

One of our main points is not new—just like we would not approach data in physics or
biology without theory and expect it to make sense, so too in urban science. The choice of
spatial unit of analysis must be informed by a theoretical framework capable of generating
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hypotheses and expectations (Muthukrishna and Henrich 2019). For spatial units to exhibit

scaling patterns, it is not enough for population to be aggregated or even connected via

physical infrastructure (Arcaute et al., 2015). What is more potentially revealing is to choose

spatial units which have some of the features associated with “functional cities” but which

also allow for disaggregation of the interacting social agents.
T€atorts might at first seem like very different entities than metropolitan areas, but some

of their scaling behavior resembles scaling results obtained for metropolitan areas reported

elsewhere (Bettencourt, 2013; Bettencourt et al., 2007). The residential populations of t€atorts
densify in accordance with the urban scaling model, but the population size of the t€atort has

no effect on per capita wage earnings of the people who sleep there at night. The superlinear

scaling effect with wages is visible for the population who actually work in a t€atort during
the day which must be the result of commuter flows into t€atorts, and it suggests that this

flow is higher in larger t€atorts than smaller ones. The result suggests further that the degree

of gain is set by the access network that interactions happen over, whereas residential

arrangements are more set by physical space.
That t€atorts exhibit scaling behavior reminiscent of metropolitan areas is not that sur-

prising once one considers that the analytical unit constructed by focusing on t€atorts’ wage
earning population is profoundly urban in nature. Since the very start of the process which

gave rise to metropolitan areas as data collection units, they have been seen as a way to

empirically represent cities in a functional, and not simply structural, way.5 The concept of

functional cities is multidimensional, just like cities are. It includes consideration of popu-

lation size and density, but also of economic activity, political organization, and geographic

characteristics requiring one or more large and dense set of diverse employment. The def-

inition of metropolitan areas (as a stand-in for a functional urban area) followed from urban

theory, which in turn guided data collection and organization within a standardized national

effort by the census. Certainly, the built environment and the physical infrastructure are

crucial for facilitating the myriad of interactions which together express “urban life” (Parr,

2007). The scaling results for t€atorts reveal that who is using a space conformed by physical

infrastructure matters for understanding which settings can be expected to exhibit urban

scaling and which one not. A glaring question is why the scaling behavior of LAs does not

match that observed for metropolitan areas in different parts of the world (recall that met-

ropolitan areas are in effect labor markets revealed through commuting flows). The Swedish

local labor markets provide a sort of “Black Swan” to the perspective that spaces delineated

by commuting flows are inherently “urban” or “metropolitan.” For there to be agglomer-

ation economies, of the sort captured by the scaling framework, requires “proximity, den-

sity, closeness” as facilitators of interactions. Presumably, if the LA spatial units encompass

different types of settlements, then the scaling of wage income will approach the national

average total output per capita, the scaling would be linear (as is the empirical case), and the

differences between daytime and nighttime vanish. Why is the area scaling for LAs approx-

imately 3/4, reminiscent of the scaling of metabolic rate with size for organisms? Is it that the

scaling of the area of LAs with population size reflects the relationship between transpor-

tation networks and population size? We hope to elucidate these questions in

future research.
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Notes

1. Recent efforts have extended the empirical reach of urban scaling theory to pre-modern and even

non-urban settlement systems (Cesaretti et al., 2016 (in press); Hanson and Ortman, 2017; Hanson

et al., 2017; Ortman and Coffey, 2017; Ortman et al., 2014, 2015, 2016; Ossa et al., 2017).
2. Nordbeck (1971) also derived a scaling coefficient of 2/3 for the relationship between area and

population, using data for Swedish t€atorts. Nordbeck’s argument is an elegant instance of dimen-

sional analysis: assuming that urban areal extent is a function of population size, the dimensionality

of area and of population, linked by an equal sign, must be the same. Since area is two-dimensional,

and population utilize space three-dimensionally, area must scale with population to the 2/3 power

(A¼ aN2/3).
3. For an English-language description of MONA, go to https://www.scb.se/en/services/guidance-for-

researchers-and-universities/mona–a-system-for-delivering-microdata/
4. Interestingly, the value of 0.75 matches that of the coefficient for the scaling of electricity use with

population size for U.S. metropolitan areas (Fragkias et al., 2016).
5. An effort that has been subject to criticism since the very beginning (see, e.g., Rosenwaike, 1970)

and which contineus to be the subject of suggested improvements (e.g., Isserman (2005)).
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